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Division of labor between
Syntax and Semantics

Frege’s Principle
of Compositionality:

The meaning of a
complex expression
is a function of the
meaning of its parts
and the way they are combined.
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Phenomena at issue

 Quantifier scope
 Ellipsis
 Reconstruction and Connectivity
 Variables and binding
 Etc.
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Quantifier scope
 Ambiguity    (Pollard 2008; Uchida 2008; also Luo 2008)

(1) A student admires every professor.
a. ∃x[student(x) ∧ ∀y[prof(y) → adm(x,y)]]
b. ∀y[prof(y) → ∃x[student(x) ∧ adm(x,y)]]

 Split scope & alike  (Richter & Sailer 2008; Egg 2008)

(2)  Not everyone can win.
(3)  Nicht jeder kann gewinnen.

  ¬ > CAN > ∀

[
[

]
]
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Quantifier Scope
 Boundeness: roughly to the first tensed clause
(1) A student wants to visit every professor.
(2) A student said that he visited every professor.
 (May 1985; Uchida 2008)

 Immediate scope: e.g. nested QuNPs
    (Larson 1985, Joshi et al. 2007)

(3) Two policemen spy on someone from every city.
a. 2 >∃>∀ b. ∃>∀,2
c. 2>∀>∃ d. ∀>∃>2 e. ∀>2>∃

∀∃ 
∀∃
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Ellipsis

 The ellipsis site and recoverability:

(1) John didn’t like the play, but Paul did .
 Syntactic material?
 Semantic anaphora?

[VP like the play]
λx.like(x,ιy[play(y)])
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Ellipsis as semantic anaphora
  The elided VP may precede its antecedent, but it cannot

c-command, as in pronominal anaphora (Ross 1967).

(1)  a. If she1 can work, Mag1 will work.
       b. * She1 will work, if Mag1 can work.

(2)  a. If I can , I will [work on it]
       b. * I will , if I can [work on it].

(Dalrymple et al. 1991, Jacobson 1992, Hardt 1999, etc.)
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Ellipsis as involving syntax
 A wh-phrase binding into the elided VP obeys

syntactic islands (data from Hardt 1999).
(1)    Who did Angleton believe that Philby suspected t?
(2) * Who did Angleton wondered why Philby suspected t?

(3)   Dulles suspected everyone that Angleton believed that
Philby did .

(4)* Dulles suspected everyone that Angleton wondered why
Philby did .
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Ellipsis as involving syntax
(4)* Dulles suspected everyone that Angleton wondered why

Philby did .
 Syntactic material: [VP suspect t]
 Semantic anaphora: [e]
 Semantic anaphora plus Pseudogapping: [VP [e] t ].

(5) a. * John sat near Pat, and Mary did  [e]  Sue.
b.    John sat near everyone that Mary did  [e] t.

      (Lasnik 1995; Kennedy 1997)

(Rooth 1992, Fiengo and May 1994, Lasnik 1995, Kennedy 1997, Fox 1999, etc.)
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Ellipsis and syn/sem identity
 Some syntactico/semantic differences are ignored

between the antecedent and the syntax/semantics of
the ellipsis site (Heim 1995; Maier 2008)

(1) I turned in my homework, but most of the other
students didn’t.
<turn in their homeworks>

(2) You didn’t eat anything, but I did.
<eat something>      *<eat anything>
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Ellipsis: Fragments
 In question/answer pairs  (Merchant 2004)

(1) Q: Who did John see?
A: Mary.

 Other fragments in dialog  (Kempson et al. 2008)

(2) A: Bob left.
B: (Yeah,) the accounts guy.
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Reconstruction & Connectivity
 Scope reconstruction:
(1) How many papers did every student read?

a. ?n: ∃nx [ paper(x)∧∀y[student(y) → read(y,x)] ]

b. ?n: ∀y[student(y) → ∃nx [ paper(x) ∧ read(y,x)] ]

 Variable binding reconstruction:
(2) What friend of hers1 did every woman1 invite?

  Her best friend.
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Syntactic Reconstruction:
Copy Theory of Movement

 Scope reconstruction in covert syntax:
(1) How many papers did every student read?
    a. How many papers did every student read how many papers
      ?n: ∃nx [ paper(x)∧∀y[student(y) → read(y,x)] ]
    b. How many papers did every student read how many papers

   ?n: ∀y[student(y) → ∃nx [ paper(x) ∧ read(y,x)] ]

 Variable binding reconstruction in covert syntax. E.g.:
(2) What friend of hers1 did every woman1 invite?

?f<et,e>: ∀z [ woman(z) → invite(z, f(λx.friend-of(x,z))) ]

(Engdahl 1980, Reinhart 1992, Heycock 1995, Romero 1998, Sauerland
1998, Rullmann and Beck 1998, Fox 1999, etc.)
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Semantic Reconstruction:
Higher Type Traces

 Lower scope through higher trace T:
(1) How many papers did every student read?
    a. How many papers1 did every student read t1,e

      ?n: ∃nx [ paper(x)∧∀y[student(y) → read(y,x)] ]
    b. How many papers1 did every student read T1,<et,t>

   ?n: ∀y[student(y) → ∃nx [ paper(x) ∧ read(y,x)] ]

 Variable binding via Skolem function:
(2) What friend of hers1 did every woman1 invite?

?f<e,e> [∀x∈Dom(f): friend-of(f(x),x)]: ∀z[woman(z) → invite(z, f(z))]

(Engdahl 1986, Cresti 1995, Rullmann 1995, Jacobson 1999, Sharvit 1999, etc.)
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Reconstruction & Connectivity
without Movement

 In specificational copular sentences (Higgins 1979, Sharvit 1999,

Romero 2005):
(1) a. The number of planets is large.   PREDICATIONAL

b. The number of planets is nine.    SPECIFICATIONAL
(2) a. What John1 is is important to himself1 / *him1.

b. What he1 is is important to him1 / *John1.

 In other constructions: e.g. resumption (Guilliot 2008)
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Variables and Binding
 World/situation variables in NPs: (Cresswell 1990, Farkas 97)

(1)      If   every poor child   was rich instead, I’d be happy.

 

 World/situations variables in (ad)verbal elements:
(2) John sometimes   beat  the winner.

“ John beat at times the overall winner.”

λs0. s’ s0

λs0. s’ s0s’

 Non-local binding 
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Variables and Binding
 World/situation variables in NPs: (Cresswell 1990, Farkas 97)

(1)      If   every poor child   was rich instead, I’d be happy.
  Non-local binding 

 World/situations variables in (ad)verbal elements:
(2) John sometimes   beat  the winner.

   * “John beat in the overall game the winner of some round”

                       (Percus 2000, Kallmeyer and Romero 2008, von Stechow 2008)

λs0. s’ s0

λs0. s’ s0 s’

 Non-local binding
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Back to compositionality
Back to
Frege’s

Compositionality

The meaning of a complex expression
is a function of the meaning of its parts
and the way they are combined.
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Back to compositionality
Back to
Frege’s

Compositionality

The meaning of a complex expression
is a function of the meaning of its parts
and the way they are combined.
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Back to Compositionality

The meaning of the parts:

• Hendriks-style Argument-Raising in Categorial
Grammar: Uchida 2008

• Richer semantic contribution of the Chinese
distributor dou in GB/Minimalism: Luo 2008
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Back to compositionality
Back to
Frege’s

Compositionality

The meaning of a complex expression
is a function of the meaning of its parts
and the way they are combined.
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Back to Compositionality
The way the parts are combined…

… in the syntactic structure:
• Transparent Logical Form in GB/ Minimalism: Guilliot

2008, Luo 2008, von Stechow 2008
• Surface syntax in Categorial Grammar, HPSG, etc.:

Egg 2008, Guilliot 2008, Kempson et al. 2008, Maier
2008, Pollard 2008, Richter and Sailer 2008, Uchida
2008

• Derivation Tree in Tree Adjoining Grammar: Joshi’s
work
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Back to compositionality

The way the parts are combined…
… in the interpretation procedure:

• Variable-free semantics in Categorial Grammar:
Guilliot 2008

• Lexical Resourse Semantics in HSPG: Richter and
Sailer 2008

• (Semantic/pragmatic) Higher-order unification:
Maier 2008
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Back to Compositionality
The way the parts are combined…
… both in the syntactic structure and in the interpretation

procedure.

• Dynamic syntax: Kempson et al. 2008
• Convergent Grammar: Pollard 2008
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Back to compositionality
Back to
Frege’s

Compositionality

The meaning of a complex expression
is a function of the meaning of its parts
and the way they are combined.
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Back to Compositionality

The meaning of a complex expression…
…as an underspecified semantic representation.

• Constraint Lg for Lambda Structures: Egg 2008
• Lexical Resource Semantics: Richter and Sailer 2008
• Minimal Recursion Semantics: Joshi’s work



27

References
Cresti, D. 1995. Extraction and Reconstruction, NALS 3: 79-122.
Cresswell, J.M. 1990. Entities and Indices. Dordrecht: Kluwer.
Dalrymple, M., S. Shieber, and F. Pereira. 1991. Ellipsis and Higher-Order Unification, L&P 14.
Engdahl, E. 1980. The Syntax and Semantics of Questions in Swedish. Ph.D. Dissertation, Umass /

Amherst, GLSA.
Engdahl, E. 1986. Constituent Questions. Kluwer, Dordrecht.
Farkas, D. 1997. Evaluation Indices and Scope. In A. Szabolsci, ed., Ways of Scope Taking.

Dordrecht: Kluwer.
Fiengo, R., and R. May. 1994. Indices and identity. Cambridge: MIT Press.
Fox, D. 1999. Economy and Semantic Interpretation. MIT Press.
Hardt, D. 1999. Dynamic Interpretation of VP Ellipsis. Linguistics and Philosophy 22.2.
Heim, I. 1995. Lecture notes on Ellipsis and Focus. Umass/Amherst.
Heycock, C. 1995. Asymmetries in Reconstruction. Linguistic Inquiry 26: 547-570
Higgins, R. 1979. The Pseudo-cleft construction in English. NY, London: Garland.
Jacobson, P. 1992. Antecedent-Contained Deletion in a Variable Free Semantics. In: Proceedings

of SALT 2.



28

References (Cont’d)
Joshi, A. K., Kallmeyer, L., and M. Romero. 2007. Flexible Composition in LTAG: Quantifier

Scope and Inverse Linking, in Harry Bunt and Reinhard Muskens (eds.), Computing Meaning
3. Dordrecht: Kluwer.

Kallmeyer L. and M. Romero. 2008. Scope and Situation Binding in LTAG using Semantic
Unification, Research on Language and Computation 6:3-52

Kennedy, C. 1997. Antecedent Contained Deletion and the Syntax of Quantification, Linguistic
Inquiry 28: 662-688.

Larson, R. 1985. Quantifying into NP. Ms. MIT.
Lasnik, H. 1995. A Note on Pseudogapping. In: Pensalfini, R., and H. Ura (eds.), Papers on

Minimalist Syntax, MITWPL 27.
May, R. 1985. Logical From. Its structure and derivation. MIT Press.
Merchant, J. 2004. Fragments and ellipsis, L&P 27.6:661-738.
Romero, M. 1998. Focus and Reconstruction Effects in Wh-Phrases. Ph.D. Diss, Umass/Amherst.
Romero, M. 2005. Concealed Questions and Specificational Subjects, Linguistics and Philosophy

28:687-737.
Rooth, M. 1992. Ellipsis redundancy and reduction redundancy. In: Berman, S., and A. Hestvik

(eds.), Proceedings of the Stuttgart Ellipsis Workshop.



29

References (Cont’d)
Percus, O. 2000. Constraints on some other variables in syntax, NALS 8:173-229.
Ross, J. R. 1967. Constraints on Variables in Syntax. MIT Diss.
Reinhart, T. 1992. Wh-in-situ: An apparent paradox. In: P. Dekker et al., eds.,

Proceedings of the Eight Amsterdam Colloquium.
Rullmann, H. 1995. Maximality in the Semantics of wh-constructions. Ph.D.

Dissertation, UMass Amherst, GLSA.
Rullmann, H. & S. Beck. 1998. Presupposition Projection and the Interpretation of

which-Questions. SALT 8 Proceedings, 215-232.
Sauerland, U. 1998. The meaning of chains. Ph.D. Diss, MIT.
Sharvit, Y. 1999. Connnectivity in Specificational Sentences, NALS 7:299-341.


