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This talk looks at the use of comparative linguistic insights in building up
computational resources for South Asian languages via two case studies:
Urdu and Tamil.

Structure:

Some Background on South Asian languages and NLP
Experience with Building Urdu Resources

The ParGram Effort: Multilingual NLP

A Building Tamil Resources

H Conclusions
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Background: South Asian Languages Konstanz

My research focus: South Asian languages, primarily Urdu/Hindi.

The major South Asian languages are spoken by millions all over the
world.

m Some major languages: Bangla, Gujarati, Kashmiri, Kannada,
Malayalam, Marathi, Nepali, Pashto, Punjabi, Sinhala, Sindhi, Siraiki,
Telugu, Urdu/Hindi.

Hundreds more “minor” ones.

All mostly studied by only a handful of
linguists (if any).

http://titus.fkidgl.uni-frankfurt.de/didact/karten/ . iiidh
indi/indicm.htm e
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Introduction

Background: NLP and South Asian Languages “Ronetans

m Due to British colonialism, English is a major language in South Asia.

m So until recently, little incentive for investment in NLP from the
perspective of companies.
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® Amazon introduced a Hindi interface in 2018 — before that available in
English

m Flipkart (Walmart) started Hindi in 2019, Tamil, Telugu and Kannada
in 2020.

m Amazon just added Kannada, Malayalam, Tamil and Telugu in
September 2020 (in time for Divali).
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Hindi is an Indo-Aryan language.

Kannada, Malayalam, Tamil and Telugu are all Dravidian.

m Most South Asian languages share broad structural characteristics
(word order, verbal predication, case system, mostly agglutinative
morphology).

m But Indo-Aryan and Dravidian languages are also quite different.

m Why this focus on Dravidian?

Perhaps because the major e-commerce companies in India
are in Dravidian speaking areas?

| it
Amazon, Hyderaba

d: Telugu Flipkart, Bangalore: Kannada
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South Asian languages are severely under-ressourced in terms of NLP.
m Few and usually small annotated corpora.

m Few and usually small lexical resources.
m Few robust NLP tools/software.
m

Incipient efforts at standardization across projects/sites/languages
(e.g., POS Tags, Dependency labels).

(Will the recent industry involvement result in a significant push forward?)

This talk: lessons learned while building NLP resources for Urdu and Tamil.

®

Center for Language Engineering (CLE) University of Moratuwa,
at University of Engineering and Technology Sri Lanka: Tamil
(UET), Pakistan: Urdu
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Starting Point Konstanz [ e

m The cooperation with Pakistan began in the early 2000s.
m The cooperation with Sri Lanka in 2018.

m State-of-the-art in NLP has changed vastly in this time, but the process of
building NLP resources has been essentially the same:

Initial experimentation with ML methods, with poor results.
Realization that for many tasks, need annotated and large corpora for learning.
Realization that computer scientists lack the necessary linguistic knowledge to
build up high quality linguistically annotated resources.
A Search for linguists to partner with.
H Realizations in South Asia:
a. There are very few linguists with knowledge about the language.
b. If there are any, they do not seem to be able to organize their knowledge in a
way that is useful for NLP.
c. This also tends to be true for any grammars or dictionaries available
(in South Asia, many of these were written in the 1800s).
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m If one is able to partner up with a linguist, a period of language analysis
follows.

m Some typical major issues:

m What are the main syntactic categories and structures of the language?

m How does the morphology work?

m How to deal with phonological/orthographic variation?

m What lexical resources are needed?

m How does verbal predication work (complex predicates, case marking,
agreement, etc.)?
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m Once these questions have been resolved on even a basic level, useful
resources can be built.

m CLE has been very good at making their resources available (some of them
for a fee).

CeNTER FOR LANGUAGE ENGINEERING CENTER FOR LANGUAGE ENGINEERING

33/l 1Engisn

1Engish
/1 CLE NLP Webservices are now available for FREE Quick Links

1{ Lexical Resources | (NLP Appications

o Order] ~Urdu Text-To-Speech Service (V1.1) - MW

tod on September 2020

~Urdu Speech-To-Text Service (V1.0) - Updated on July 2020
“Roman to Urdu Script Sarvice -cLT20

S e e -Urdu OCR - Deskiop
~Urdu Nastalique OCR for L olution Images Service Version

G e e D) D U B g

[ View All] -Online Urdu Dictionary

Online Torwall Dictionary
~Sindhi English Dictionary

{8 September 2020: Urgu Text to Spesch (TT5) v1.1 nas boon tsuncnes. [ CLE [oRNSAET
e computr o 1033 o Urau conten n human-sounding varce K e

in igital form sueh s amails, wabsites and docements. 1n {nis =

srosody madel has boen mplermented 1o improve natrainess of

7 Septomber 2020: Avsure (@ranl language fournan, Joural ot P OH P g L

Mansgeral Scionces (ournal publsned n Engiisn \anwau-) and Noor-o.
Maaril (multingusl ournal) are now avaiable n Tehdsedat: A Research o oy s s
Indexing System. Tehge o8tng research ournals i wide arey of b

Fakistani anguages. indexed Journais List.

28 Aupus 2025 CLE s develons Raman to Urdu script comversion L Cenertor )
) Service. Thia-service haips In ihe comversion of toxt writien' n Rom Language

[Pakistan ] Inter
) Uréu into equivalent Urdu script Engineering

[Pavistan ] { Inter

110,14, 10, 30,119,381, 10,14, 10,10, 18,

http://www.cle.org.pk/index.htm
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m Once the resources have been built, ML techniques can be applied to level
up/extend the existing resources and to build new NLP applications (e.g.,
Ehsan and Butt 2020).

Proceedings of the 12th Conference on Language Resources and Evaluation (LREC 2020), pages 5202-5207
Marseille, 11-16 May 2020
© European Language Resources Association (ELRA), licensed under CC-BY-NC

Dependency Parsing for Urdu: Resources, Conversions and Learning

Togeer Ehsan', Miriam Butt?
'Department of Computer Science, University of Gujrat, Pakistan
2Department of Linguistics, University of Konstanz, Germany
"togeer. edu.pk, >miriam.butt@uni-konstanz.de

Abstract
This paper adds to the available resources for the under-resourced language Urdu by converting different types of existing treebanks
for Urdu into a common format that is based on Universal Dependencies. We present comparative results for training two dependency
parsers, the MaltParser and a transition-based BiLSTM parser on this new resource. The BiLSTM parser incorporates word embeddings
which improve the parsing results significantly. The BILSTM parser outperforms the MaltParser with a UAS of 89.6 and an LAS of 84.2
with respect to our standardized treebank resource.

m However, a meaningful evaluation continues to be difficult if existing
resources such as high-quality treebanks are still on a (relatively) small scale.
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Note: essentially the same development cycle led to the establishment of the
Urdu-Hindi Treebank (Bhat et al. 2017) and attendant resources.

http://ltrc.iiit.ac.in/hutb_release/

(ARG2SOU)
ARG2-SOL

(I was involved as a consultant).
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m Linguists acquire a lot of knowledge about language structure in general and
how languages differ (universals, comparative typology).
m This helps with tackling underdescribed and underanalyzed languages.

m However, it is difficult to translate linguistic general knowledge into an NLP

friendly format.

m One exception: Emily Bender's books

Linguistic Fundamentals
for Natural Language
Processing

100 Essentials from

Morpholegy and Syntax

Emily M. Bender

GAN&CLAYPOOL PUBLISHERS

Linguistic Fundamentals
for Natural Language
Processing IT

100 Essentials from

Semantics and Pragmatics

Emily M. Bender
Alex Lascarides

12/44



Building Resources: Language Analysis and Comparison
POS T . Universitat ==
agging Konstanz o i

m Assigning a Part-of-Speech (POS) to an item is one of the very basic tasks in
linguistic analysis.

There are ten parts of speech and they are all troublesome.

Mark Twain
The awful German Language

m However, it is also beset with difficulties.

m How should “in-between” categories be analyzed, e.g., deverbal adjectival
participles.

m How granular should an analysis be?

m How to deal with foreign/borrowed items?

...

The definitions [of the parts of speech] are very far from
having attained the degree of exactitude found in
Euclidean Geometry.

Otto Jespersen
The Philosophy of Grammar
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m POS is determined on the basis of distributional characteristics (where in a
sentence/constituent, what type of morphology, together with which words).
m As such, an ideal task for ML.
m But linguistic analysis has so far had to provide an initial basis for learning.
m Generally cycles in development:
Proposal of an initial tagset based on

B linguistic insight

B established tagsets (e.g., Penn Treebank Tag-Set)

B existing generalized guidelines/recommendations
(e.g., UD Universal POS tags!)

B Manual and/or semi-automatic tagging of a chosen corpus
ML based on the tagged corpus
B Revision of tagset based on experience with manual tagging and ML.

Thttps://universaldependencies.org/u/pos/
14 /44
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m Schmidt's (1999) descriptive grammar of Urdu describes 10 POS tags.

m The first computational tagset for Urdu (following EAGLES guidelines)
proposed 350 tags (Hardie 2003; EMILLE corpus).

m Sajjad and Schmid (2009) instead propose 42 tags, a number which is
computationally more reasonable to handle.

m The Universal Dependency (UD) guidelines provide 17 high-level tags.?

m An effort to provide unifying guidelines for Indian languages (IL-POS) has 11
major tags and 18 attributes (Sankaran et al. 2008).

2https ://universaldependencies.org/u/pos/
15/44
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m As part of a German-Pakistan DAAD cooperation we were able to invest time
towards building resources for Urdu NLP.

m CLE put together a balanced high quality corpus — the Urdu Digest corpus.

foteststicdrad tp S ots o 3 e g Vst P H g it Lo foisl 2o 2 LE o o g s gickod 6
e b e L o L L6 P S F v A P kS T iy v S g GF TS Ly
F ol Ll Lo 20 A o) MLy oo e T A oo i R b o6 L i S e (3 I e 6
ol e b e o3 30 i b o g S AL - Be 5 & 70 5 et S o 40§ 0 L 855 Pl 81Tl e n L
2 o §b e ST bt ol ay‘j&{(./ﬁﬁf

!?du¢u3L,b74f45

m We wanted to add high quality annotations to it.
m As a first step we took on POS.

m Informed by previous efforts.

m And efforts at unifying standards.

m But mainly through our extensive collaborative LFG-based grammar writing
experience in the early parts of our cooperation (cf. ParGram).
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Building Resources: Language Analysis and Comparison

esu |t : JPU- VBF/e NNJs-s:7 PSPJ¢ NNJgie¥ NNJ JJ] PSPJE NN/
NN /PU/=/s NN .[PU/=» [PU- AUXT/ 5 VBF/LJJJ/_/ PSP/ NN/g#:

. . . . . VBF/os NN/l PRP/” PSPIL NN/ s PSP/ NN/ CCLst NN/,

m A linguistically informed and computationally AP Ol P NBF L NN SBI NN 1 11 C1 P

. . POM//1 P/t AUXT/e- VBF/ir NN/ NN/, PO/ NN/2>1, CC/s NN/ s
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SC/7 AUXT/ s VBF/z=, VBl NNJ/PSPIL NNyt JU[G#

m Attempts to conform to standardization NG NN TPU1 2 Lr PPN KNP N

PSP/¢ NN/.-+/ POM/1 PSPISNN/u#* PU/11 /CD- VBF/gz NN /PULS|

recommen d a t | ons. NN/t PSP/, VBI/Z o4 NN/&» PSPIL. NN/.z 2% NN/ CDJi CD/)

[PU- VBF/

m But inclusion of Urdu language particular phenomena.
m Geared towards down stream applications.

m 12 major tags with subdivisions — total of 32 tags (Ahmed Khan et al.
2014).3

The CLE Urdu POS Tagset

Tafseer Ahmed, 'Saba Urooj, 'Sarmad Hussain, 'Asad Mustafa, 'Rahila Parveen, 'Farah Adeeba, , *Annette
Hautli & *Miriam Butt

ICentre for Language Engineering, Al- DHA Suffa University, *Univ. of Konstanz,
Khawarizmi Institute of Compute Science, Karachi, Pakistan Konstanz, Germany
UET, Lahore, Pakistan edu.pk firstname.
firstname.lastname@kics.edu.pk konstanz.de
Abstract

The paper presents a design schema and details of a new Urdu POS tagset, This tagset is designed due to challenges encountered in
working with existing tagsets for Urdu. It uses tags that judiciously i about special

categories found in Urdu. With respect to the overall naming schema and the basic divisions, the tagset draws on the Penn Tn:ebank
and a Common Tagset for Indian Languages. The resulting CLE Urdu POS Tagset consists of 12 major categories with subdivisions,
resulting in 32 tags. The tagset has been used to tag 100k words of the CLE Urdu Digest Corpus, giving a tagging accuracy of
96.8%.

3

http://www.cle.org.pk/Downloads/langproc/UrduPOStagger/Urdu%20P0S%20Tagset%200. 3. pdf 17/ 44
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Building Resources: Language Analysis and Comparison

POS Tagging — Summary “Konciar
m ML approaches have yielded high performing POS-taggers.
m POS-tagging is not an end unto itself.
m It is a first analysis step for down stream applications.
m The tagset must therefore be well designed.
m This includes being:
m computationally tractable
m linguistically well motivated
m One can also think about building hybrid systems.

m Write rules for those parts which parts are easily identifiable and few in
number (closed class, e.g. negation, focus clitics, modals).

m Combine these with a language model.

m Thus saving time and computational resources
— by using linguistic knowledge about language structure.
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Building Resources: Language Analysis and Comparison
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Text-to-Speech and Prosody Konstanz ||

Having built basic NLP resources, the DAAD German-Pakistan cooperation
was able to move on to more challenging tasks.

CLE has developed a Text-to-Speech System (TTS) for Urdu.

TTS is particularly critical for areas like South Asia, which have wide-spread
illiteracy.

The production of natural sounding speech requires an integration of
prosody.

m Prosody is challenging:

m Still “unsolved” even in well-studied languages like English.

m Need to understand how phonetic cues translate into (which) linguistic
categories.

m Identify relevant information in the speech signal.

m Develop viable annotation schemata.
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CLE Speech Corpus
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Description of Urdu Speech Corpus

Size of corpus
Text source

Sentence selection
Types of sentences

Length of sentences
Type of corpus

Number of speakers
Levels of Annotation

1303 sentences (3 hours of speech)

Books, magazines and newspapers (balanced)

Automatic sentence selection from text corpus using greedy
algorithm
951 declaratives, 183 interrogatives, 151 imperatives, and 18

exclamatory sentences
5-15 words
Read speech

3 professional speakers (2 males and 1 female)
Word, Stress, Break index (Bl) and Intonation

DAAD Deutscher Akademischer Austauschdienst
German Academic Exchange Service
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Urdu Prosodic Phrasing (Urooj et al. 2019)
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LHa aL L* Haal
] 1 ] ] | 1 ] ]
0 fema:m P adi:bo: ko: P apni: P bara:dyi: xeal karte: he:
: tama: Al i BN phi: A «dri: : te :
Th - - . .
oy all scholar CM their family consider is
They consider all scholars their family.

m Urdu intonation is mainly a pattern of Low-High (L-H) on prosodic phrases

m The last phrase in declaratives is always Low.
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m Manual prosodic annotation is difficult and time consuming.
m CLE uses semi-automatic methodology:

m Implementation and application of Hussain's (2005) stress algorithm (helps
determine prosodic phrasing).

m Semi-automatic annotation of intonation and prosodic phrases.

m Extension via ML once enough initial data has been annotated.

m Learned language model for prosodic patterns feeds into TTS model.

m The inclusion of prosodic knowledge was found to indeed improve the TTS.
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Prosodic Annotation Rometans [

m The annotation again proceeds cyclically.

Initial annotation scheme developed.

A Revisions due to problems/inconsistencies found during manual annotation.

Revision due to problems/inconsistencies detected during automatic
annotation.

A Reannotation.

Some of the non-conforming patterns found by CLE made no sense to them.

As such they were not sure how to proceed/revise their analyses.

| have very little expertise in prosody.

But given my general comparative linguistic knowledge | could identify
generalizable reasons for seemingly puzzling patterns.

These insights in turn can feed into the annotations and thereby the language
model.
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m Generalizable cases involved: case clitics, focus clitics, negation, question
words, compounding and (identification of) derivational morphology.

Different Case Clitics
1.728875

A
// N

L T T
L* Haal. L* Ha al L* +H Ha L* Ha L%
[ I I

SIJUN| KLI | ZUBA_ AN PAUORQALAM| SALY PAU| KON BAT SA_AHA ESIL|

0] 1 0|0 1 AU O [ 1|0 0 PAU| 1 ol 0 0 $I
| | wv | | F e o | e
(1) [on=ki |zuban or kalam]|=se kon bac-a
they.Obl.P1=Gen.F.Sg tongue.F.Sg and pen.F.Sg=Inst who.Nom save-Perf.M.Sg
he?
be.Pres.3.Sg

‘Who was able to be escape his/her tongue and pen?’ 24/ 44
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m TTS is an interesting area in which both rule-based algorithms and ML play a
role.

m A large part of producing natural sounding speech rests on integrating
prosody (intonation).

m Prosody is under-researched, but generalizations or explanations for patterns
are available via high-level comparative linguistic knowledge.

m Application of this knowledge allows for the building of better systems.
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. .. . . (1) a. Yassin will watch the movie.
m Linguistic insights do not
. b. c-structure c. f-structure
OCCUur In a vacuum. s
T~
m They are formed and tested  ~* e
. Yassin .
as part of expectations AUX VP
generated from a particular will V/\Nl’ PRED  'watch<SUBJ,OBI>'
theory of language. wach N [sw [pee asin]
DET N PRED 'movie’
the movie OBI Lp,;(« the ]

m | work within a theory of grammar that: s e
m is strong in terms of integrating typological information
m relies heavily on the inductive method — looks at data and formulates
hypotheses/expectations on the basis of the data
m is geared towards enabling computational (and psychological) modelling
m includes both constituent and dependency information (cleanly
separated).

m The theory is Lexical-Functional Grammar (LFG).*

4https ://ling.sprachwiss.uni-konstanz.de/pages/home/1fg/index.html
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ParGram

of languages

m via a joint development platform (XLE)®
m with a common linguistic understanding (LFG)

Still on-going, with many more sites added over the years.

ParGram® was led by PARC for many years (resources,
etc. now maintained in Konstanz and Bergen).

(PARC dropped out after the successful start-up Powerset,
which was then bought by Microsoft)

Goal: Computational grammar development for diverse sets

5https ://pargram.w.uib.no

https://ling.sprachwiss.uni-konstanz.de/pages/xle/index.html

Universitat [=
Konstanz

LFG is the basis for the computational ParGram (Parallel Grammar) effort.
Began in 1996 with 3 sites:

m PARC (English)
m Xerox Grenoble (French)
m IMS, Stuttgart (German)

A
RAMMAR
RITER'S

COOKBOOK
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Pa rG ram Konstanz W

Universitat ERE

m Languages over the years:

English, French, German, Hungarian, Norwegian, Polish, Welsh
Georgian, Malagasy, Indonesian, Urdu, Turkish

Chinese, Japanese

Tigrinya, Wolof

m Resources created:

Language particular stand-alone morphological
analyzers (typically implemented with xfst).
Language particular lexicons with subcategorization
information.

Treebanks, a subset of which are parallel and aligned
(Sulger et al 2013) . Finite State Morphology
Write-Ups on design decisions.

Starter Grammars — to bootstrap new languages on
the basis of multilingual experience.

Nanneth 8. Beesiay
Laurl Karttunan
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m Specifications for Features and Feature Spaces based on comparative
linguistic knowledge.

m For example: values for gender, number, case, verbal type, quantifiers,
determiners.

m Design decisions informed by a typologically diverse set of languages.

m Sample feature space for specifiers:

SPEC: —»<<[ADJUNCT AQUANT DET NUMBER POSS QUANT].
DET: —<<[DEIXIS DET-TYPE PRED].
DET-TYPE: —$ {def demon indef int rel}.
def: definite (“the box")
demon: demonstrative (“this box")
indef: indefinite (“a box")
int: interrogative (“which box")

rel: relative (“the girl whose box broke”)

29 /44
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m Also capture generalizations expected to be found across languages via
pre-defined templates.

m For example: passivization, coordination.

m Furthermore: interface to allow corpus-based statistical /frequency
information to inform grammar analyses (“most likely parse”).
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m XLE still needs to be obtained via a license from PARC.
m Nice web interface available at Bergen (INESS)’

m Interact with existing diverse set of grammars

m Upload own grammars
m Access to treebanks

m ParGramBank collects parallel
and aligned treebanks across a
diverse set of languages
(Sulger et al. 2013):

m English, French, Georgian,
German, Hungarian,
Norwegian, Polish, Turkish,
Urdu, Wolof.

m Currently adding Tamil

7

https://clarino.uib.no/iness/xle-web

ece <

ot
wwain Page
Knowledge center
The project

Sign in: Local | Clarin SPF | eduGAIN

XLE-Web

500 characters),

FAC
Publications
Links.
Resources

Treebanks

Treebank
Selection

parallel
Sentences
Tools
XLE-Web
Grammars.

Covids causing shut-downs.

Parse sentence

Morpher
G upas

Tokens  Generate  Prolog

‘Show unoptmal PREDS only Show  disciminants @c-structure @5

244 solutions, 0.017 CPU seconds, 3233MB max me, 111 sul

C-structure
RooT PRED.
B mose |
PRED shut-domn’
sifn)
o wrvee | NSEM .| coMMON count ‘
e Veallfin] NS comon
peRs 5 Num ), case oo
Neady Velprog,fin] PRED covie
. wrvee | nsv comon
Nezero  AUX(prog,fin]  VPv[prog] PERS 3, NUM s,
N is Viprog] NP VTYPE maln, PASSIVE -, CLAUSE-TYPE decl
Acovid causing NPad)
Nezero
N
shut-downs
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Developing NLP Resources for Tamil Konstanz

m DAAD Sri Lanka-German cooperation with the University of Moratuwa
(UoM)
UoM is looking at building NLP applications for Tamil and Sinhalese.

UoM cooperation partners: K. Sarveswaran, Gihan Dias.

m Usual trajectory:

m Initial experiments with machine learning yielded low results (not enough
useful resources)
m Though some success with closed domain machine translation.

m Decided to take a step back and begin with building resources via rule-based

systems.
m These systems can produce data to enable downstream ML.

m Decided to invest time building a ParGram style grammar for Tamil.
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m Targeted Resources (work by K. Sarveswaran)

(Stand-alone) Finite-State Morphology

Lexicons

m Automatically generated parses that can be stored in a treebank
(cf. King et al. 2003, INESS).

m The corpus in form of an annotated treebank can then be fed into ML systems.

m Link to Universal Dependencies (UD)

m LFG already contains a dependency representation
m UD was in fact inspired by LFG's system of organization
m Conversion/Relation to UD type treebanks should be trivial
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Tamil ParGram Grammar Konstanz ..

m Tamil is a challenging case for NLP.

m Complex orthography (see below).

m Complex morphophonology (mostly agglutinative) that is poorly described.
m Complex predication (e.g, ‘mistake do’ in (2)), not well understood.

m Interesting syntax, also poorly described.

m No idea about semantics or pragmatics.

m Example with an embedded clause — note inflections on the complementizer.

(2) [avan pizhai sey-tt-aan enp-a-athu-ai] ram
[pron.3sm.nom mistake do-past-3sm comp-rel-pron.3sn-acc] Ram.nom
nirupi-tt-aan
prove-past-3sm
‘Ram proved (the fact) that he made a mistake.’
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Tamil ParGram Grammar Konstanz | |, s

m Tamil is a linguistically under-researched language.

m Much of the descriptive material is over 100 years old.

m Very few linguists with Tamil expertise.

m Of these, almost none with an understanding of how to organize information
to make it of computational use.

m | have been able to

leverage comparative linguistic knowledge of the structure of South Asian
languages to help in building Tamil computational resources

clear up misunderstandings or false claims in the literature (e.g., 38

auxiliaries...!)

leverage the ParGram multilingual experience and knowledge towards an

efficient implementation of a Tamil grammar

including typologically unusual phenomena like inflected complementizers

=
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C-structure F-structure
ROOT PRED  'wesig<[12:prol, [4]>'
TNS-ASP | TENSE fut, MOOD indicative |
Snoﬁ;ub
T~ PRED ' Gamigsans’ PRED ‘aregsnss’
NP vC
e .ll.' it NTYPE NSEM | COMMON countl NTYPE NSEM 5| COMMON countl
s i 083 { .2| NS¥YN common . -| NSYN common
DECOMMA TN ¥ RATIONAL -, PERS 3, NUM =g, RATIONAL -, PERS 3, NUM =g,
HUMAN -, GEND neut, CASE nom, HUMAN -, GEND neut, CASE nom,
N . N sy Ganmi = |ANIM - = ANIM -
PERS 3, GEND neut, COORD-LEVEL NF, CASE nom
Qasesing £srai amsaipssTa P PRED ‘pro’
..| RATIONAL +, PERS 1, NUM pl, GEND =pi
3 VTYPE main, PASSIVE -, CLAUSE-TYPE dec|
3) vendikkaai, vaalaikkaai vankkuvoom
okra ash plantain buy.fut.1pl

‘(We) will buy okra and ash plantain.’
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m UoM goal: build openly accessible resources.

m Several previous stabs at morphological analyzers for Tamil have been made,
none are available.

m Current effort programmed in OpenFST.

m After one year of concerted effort, contains all inflectional forms
(Sarveswaran et al. 2019).

m Grammar and morphological analyzer now able to parse elementary school
textbooks.
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m ML is currently dominant within NLP.
m The knee-jerk reaction to any sort of NLP task is to throw ML at it.

m Often with quite low results (50%-60%), yet these are reported as valuable
research.

m Observation:

m the morphology of a language has only finite-state complexity;
m the morphological inflections are finite in nature

m ParGram experience has shown that a concerted effort of 1-2 years tends to
yield a robust, workable finite-state morphological analyzer for a language

m the technology is not difficult to use/program
m the algorithms and complexity issues are well understood
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Not clear why a finite, computationally eminently already solvable problem
like the construction of a morphological analyzer should be tried via ML.

Except — one needs linguistic knowledge.

This is difficult for computer scientists to acquire.

It is also difficult for anybody to acquire for understudied languages.
What should the solution be?
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Not clear why a finite, computationally eminently already solvable problem
like the construction of a morphological analyzer should be tried via ML.

Except — one needs linguistic knowledge.

This is difficult for computer scientists to acquire.

It is also difficult for anybody to acquire for understudied languages.
What should the solution be?

Invest in Linguistics!
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m Most of the efforts that have produced usable, high-quality resources for
further NLP processing/applications:

m Partnered with (computationally interested) linguists.

m Invested heavily in (intelligent) manual annotation.

m Annotation guidelines were developed and refined over time in several cycles.

m Annotation was guided by theory and linguistic insights, involving deep and
sometimes difficult discussions (not invented on the fly within the space of a
limited project).

m Successful NLP approaches have been able to build on such resources.
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m But there is a draw-back: many annotations and applications are very English
oriented.

m English is a typologically odd language.
m Probably due to its long and varied history of language contact.

m NLP methodology that is good for English is not necessarily working out for
languages with different structures.

m (Word Embedding is more promising)

m So comparative linguistic work and knowledge is becoming ever more
crucial as NLP seeks to expand successfully into a wider variety of languages.

— SIGTYP a very timely enterprise!
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