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Abstract

In this paper we compare two ways of expressing possessibe imdo-Aryan language Urdu. While
the genitive case marker can be analyzed as a clitic in avehatstraightforward way, thezafe
construction poses a challenge when it comes to its claatiific as either a phrasal affix or clitic.
Samvelian (2007) analyzes Perserafeas a phrasal affix that is generated within the morphological
component, rejecting a postlexical analysis. After talkarigok at the data for both constructions, we
challenge Samvelian’s view ezafeand explore the possibilities for the interplay of phongiagor-
phology and syntax to resolve the tension between the lgxffiral properties of clitics and their be-
havior as an independent syntactic item. In addition to yimestic representation, we invoke postlex-
ical prosodic phonology to cover all the properties of citin general andzafein particular. Thus,
we show that it is not necessary to distinguish between phadfixes and clitics.

1 Introduction

In the Indo-Aryan language Urdu, the notion of possessianbeaexpressed in several different ways.
Two very common possibilities of expressing possessiortta@eyenitive case markée ((1a)) and the
ezafeconstruction ((1b)), a loan construction from Persian.

(1) a. yasin=ki gari
yasin.M.Sg=Gen.F.Sg car.F.Sg
‘Yassin’s car’ Urdu

b. sahib=e dk"t
owner.M.Sg=Ez throne.M.Sg
‘The owner of the throne’ Urdu

While the genitive case marker allows for a relatively gthdiorward analysis as a clitic (Butt and King
2004), theezafeconstruction poses some problems as to its classificati@itteer an affix or a clitic. In
the case of Persiagrzafe Samvelian (2007) has argued that dzafeis a phrasal affix, which is generated
within the nominal morphology. However, this analysis doesaccount for all of the inherent properties
of ezafeelegantly. By exploring the different aspects and propsrtf the Urduezafeconstruction, we
argue against its treatment (and the treatment of othéclitvithin the morphology. We compare the
data on theezafeto the properties of the genitide and discuss both constructions with respect to the
morphology-syntax-prosody interface and the discussiatitcs and phrasal affixes in general.

The paper is structured as follows. We first introduce ouniggctural framework in section 2. Some
necessary background on other morphosyntactic prop@ttidsdu is provided in section 3. The genitive
construction and data arguing for an analysis of the genitiese marker as a clitic are introduced in
section 4. Section 5 provides a short overview over the d&on of the Persiaazafebefore turning to
the Urduezafeand analyzing the data with respect to the phrasal affiidclistinction. After evaluating the
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properties of thezafeconstruction, we come to the conclusion thatekafeshould be analyzed as a clitic.
In order to show how the syntactic and prosodic propertieszafecan be modelled straightforwardly
given our architectural assumptions, we describe a canergilementation in section 6.

2 Grammar Architecture Assumed

This section provides a short architectural overview offtenework we assume for the discussion on
possessive clitics in Urdu. We provide this overview in oitdebe maximally clear about our assumptions.
Moreover, we model our analysis concretely in terms of a agatnal implementation in order to be
maximally clear about which module of grammar models whiattipular properties.

We assume Lexical-Functional Grammar (LFG) (Bresnan 19268Q]1, Dalrymple 2001, Asudeh and
Toivonen 2009) as our theoretical framework. LFG is an ieh8y modular grammar that views lan-
guage as being modelled via different dimensions of stractach involving its own rules, concepts and
forms. Its core is a syntactic component consisting of d{tuent)-structure, which encodes the basic
constituents, their linear precedence and the hierarctigeoélements, and f(unctional)-structure, which
abstracts away from the surface realization and modelsmedital relations, functional information and
other dependencies. A simple (and simplified) example isvghio (2).

(2) a. Yassin will watch the movie.

b. c-structure c. f-structure
S ) _
T~ PRED 'Watch<SUBJOBJI>'
NP VP )
Yassin /\ SUBJ [PRED ’Yasan
AUX VP PRED ’‘movi€
will BJ SPEC the
v NP
watch | TENSE future |
DET N
the movie

Apart from these two core syntactic representations, LHGvalfor other components as well. The
overall architecture of LFG is known ageojection architecturesince the differing modules of grammar
are related to one another through well-defined mathenhgtiogections. Thep-projection, for example,
relates the f-structure to the c-structure (the c-strecfuojects the f-structure). The mathematical inverse
of this projection can also be taken, so that the c-struatarebe related to the f-structure (starting from
an f-structure, information about the corresponding gestire nodes can be obtained).

Beyond c- and f-structure, several other types of projesti@r modules) have also been proposed in
the literature. Chief among these are a s(emantic)-stei¢tdialvorsen and Kaplan 1988), which models
the semantic interpretation of a sentence, and i(nformgstructure (King 1997), which encodes infor-
mation about notions such as topic and focus (see also Brexp@il). For our purposes, namely, the
analysis of clitics, the p(rosodic)-structure (Butt anah¢ il998) is also of relevance.

The morphological module is taken to be independent of tinasyic representations. That is, it is
taken to provide the word forms that make up the terminal sdddahe syntactic tree. LFG generally
adheres to thé.exical Integrity Principle(e.g., Bresnan 1982, Dalrymple 2001), which states that the
syntax does not “reach” into the morphology, but that wondshkaiilt up by an independent set of rules
before forming the terminal nodes of the syntax. There dreporse, issues to be resolved such as the



treatment of items likeve’'ll or compounds, but by and large, thexical Integrity Principleis adhered to
quite strictly within LFG?

The morphological component can also be conceived of asjegtion (Sadler and Spencer 2002). In
this paper, we work within the architecture developed withParGram (Parallel Grammars) project. This
is a loose alliance of researchers within the LFG communihyg build large-scale, robust computational
grammars using common underlying principles and commonntdogy (Butt et al. 1999, 2002) as a
specific and testable instantiation of the LFG architectufer the implementation of these grammars
(including the Urdu grammar that forms the basis for the ymiglof possessive clitics within this paper),
the grammar development platform XLE (Crouch et al. 201Qisid.

ParGram assumes a specific architecture to realize theetiwmdraspects of LFG in a concrete and
testable way within the computational grammars. In a ParGgeammar, the morphological component
is implemented via a finite-state machine (Beesley and #zett 2003) and is related to the syntax via a
well-defined relatiorf. The morphological component relates lemma forms and graicah#nformation
(e.g., about number, gender, person) in an abstract formricrete, inflected word forms. See section 6.1
for a concrete illustraton.

We illustrate the architecture assumed by us in Figure 1.

| S(emantic)-Structurd

\

| P(rosodic)-Structure| | F(unctional)-Structure

| C(onstituent)-Structur

I

| Morphology |

Figure 1: Overall Grammar Architecture within ParGram

Information from the morphological component is relatedttie syntactic component via a well-
defined relation. Similarly, the f-structure and c-struetare related to one another via LFG’s projection
architecture and in a further abstraction away from thetaeadization of the clause (i.e., the morphology
and the c-structure), the semantics are projected fromstrai€ture using the information stored therein,
while the prosodic information is projected away from thetieicture and is modelled in terms of an
independent p(rosodic)-structure (see Bogel et al. 2P090 for newer work on this).

Note that all the arrows in Figure 1 are bidirectional. Whestaause is processed (parsed), we begin
with the string, identify the words, morphologically anadythe words and arrange these into a syntactic
tree. The syntactic tree provides information about thetional structure of the clause and that in turn
provides information about its meaning. When a clause isstprioduced (generated), one begins with
the semantic structure, decides what functional struendesyntactic tree could correspond to it and then
inflects the individual words accordingly in the morphoksaji component. The bidirectionality of the
arrows also allows for give-and-take between componentserfain syntactic tree can only be feasible

2There are cases which have been taken to challenge thegfein€iLexical Integrity. Broadwell (2008) and Wescoat (2P0
both propose a relaxation of the principle and introducentbtéon of lexical sharingfor Turkish suspended affixation and Udi
person markers. But see Bogel (2010) for a discussion afndasi problem with regard to Pashto endoclitics which seteks
adhere to the Principle of Lexical Integrity and which pregs a solution involving a division of labor between a prasadd a
syntactic component, much as in this paper.

3Indeed, Karttunen (2003) shows that the concrete finite@itaplementation is equivalent to the basic architectseimed
by Paradigm-Functioror Realizational MorphologyStump 2001), with the difference that the finite-state iegr$s mathemati-
cally better understood and allows for parsing/procesamgell as generation/production.



if the morphological analysis provides the right infornoati but on the other hand, a word likealksis
always ambiguous from the point of view of the morphology atgbossibilities will be offered up to the
syntax, which can then serve to disambiguate since the walksvs. the verbwalkswill only be feasible
in certain, different, syntactic configurations.

Also note that we only show those parts of the architectuseahe relevant to the discussion here (see
O’Connor (2004), Mycock (2006), Asudeh and Toivonen (2008¥letailed discussions of more elaborate
and also slightly differing architecture versions withiR&). In particular, one would want to assume a
connection between prosody and semantics, but this sheulddaliated by i-structure (i.e., the prosody
and semantics of topic/focus, etc.).

After having established the basic architecture we asstimdpllowing sections first provide some
background on Urdu and then go on to describe two possessngractions in Urdu: the genitive con-
struction and theezafeconstruction. For each of these constructions we provide ola their functions
and morphosyntactic properties and show a possible asalytie above architecture.

3 Urdu: Agreement and Case System

Urdu is a language spoken mainly in Pakistan and India trsdtusturally more or less identical to Hindi.
The major difference between the two languages is the derightat Urdu uses a version of the Arabic
script, but Hindi is written in Devanagari. Furthermoreeg tbriginally Indic vocabulary of Urdu has been
significantly enriched by borrowings from Arabic, Persiarhile Hindi relies more heavily on Sanskrit
(both have borrowed from English).

Urdu is a free word order language (major constituents camles freely) which conforms to a mostly
head-final pattern (some complement clauses are head)initimterms of agreement, the verb agrees
with either the nominative subject or the nominative (urkedy object in gender, number and person (in
person only with the auxiliaries and the future form). In)(8a example, the verboli ‘speak’ takes the
feminine form in order to agree with the feminine subjeatlya However, this ability is blocked if there
is no nominative argument. In (3b), the ergative case mdokemvs the subject, semantically marking the
action of the intransitive clause as being volitiofialn this case, when there is no available nominative
subject or object to agree with, the verb takes the morplicaddgefault form, which is in case of Urdu the
masculine form of the vertbfla ‘speak’).

(3) a. nadya bol-i
nadya.F.Sg=Nom speak-Perf.F.Sg
‘Nadya spoke.’ Urdu

b. nadya=ne bol-a
nadya.F.Sg=Erg speak-Perf.M.Sg
‘Nadya spoke.” (consciously/volitionally) Urdu

The same can be shown for transitive verbs, where the olgeatdilable for agreement when the
subject is hon-nominative as in (4a). Here, the verb agre#stiae only noun that is in the nominative
casekitab‘book’. When the object is also non-nominative, the verhimgaverts to the default masculine
singular (4b).

(4) a. nadya=ne kitab dknr-e=mé deki
nadya.F.Sg=Erg book.F.Sg.Nom room-M.Sg.Obl=Loc seé&f8g
‘Nadya saw a/the book in the room.’ Urdu
b. nadya=ne kitab=ko dmr-e=mg deka
nadya.F.Sg=Erg book.F.Sg=Acc room-M.Sg.Obl=Loc se¢lRe3g
‘Nadya saw a specific book in the room.’ Urdu

“For further case alternations and the semantic interjwetaf case markers see Butt and King (2004).
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The examples in (3) and (4) also illustrate a very wide-gpyg@enomenon in Urdu, namely the use
of case alternations to express semantic contrasts. Ihé3gdntrast is between volitionality and non-
volitionality, in (4) the accusativi&o expresses specificity. In general, the core grammaticafioek like
subject and object can be marked with a number of differesg edternations in the form of case clitics
that follow the noun and that have an effect on the semartiéicgretation of the clause (Mohanan 1994,
Butt and King 2004).

Urdu has several case markers, the basic ones are nomigalieh is not realized overtly), ergative
(ne), accusative Ko), dative ko), instrumental 9, genitive k-) and locative hé/par/tak/@ (Butt and
King 2004, 157). All of the overt case markers require angui@imarking on the noun they mark. This is
illustrated above in (4) with respect kamre ‘room’, which is the oblique form okemra. The morpheme
-e generally represents the obliqua,masculine singular and feminine singular.

4 The Genitive Case Marker

Among the case markers in Urdu, the genitive is an excepiidhadt it is the only one which inflects for
number and gender. All the other case markers show no irdteclihe genitive is considered to originate
from a past participial form of Sanskikr ‘do’ (e.g., Kellogg 1893, 129) — this would explain why it
still shows number and gender agreement. The genitivedurtbre agrees with the head element of the
genitive construction in gender and number (see section &@operty that is also not inherent to any of
the other case markers (cf. Payne 1995).

Another remarkable feature of genitives in Urdu is that thaitive phrase can occur outside of the
noun phrase it modifies and can indeed occur at quite a desfemr its head noun. Although this property
is not immediately relevant for the discussion in this paper provide some examples in order to fulfill a
request for more information by one of the reviewers.

4.1 Function and Use of the Genitive

The genitive case marker in Urdu is used for several diffecenstructions, four of which will be intro-
duced in the following examples (based on Platts 1909, 250-# order to provide an overview over the
possible functions:

(5) The genitive can be used to expresistionssuch as kinship:

nadya=ka bet
nadya.F.Sg=Gen.M.Sg son.M.Sg
‘Nadya's son’ Urdu

(6) Thesubjective genitivés used to indicate the subject of a verbal noun:

mohan=ka kag-na
Mohan.M.Sg=Gen.M.Sg run-Inf.M.Sg
‘Mohan’s running away’ (Platts 1909, 253) Urdu

(7) Theobjective genitivén contrast to (6) denotes the object of the action, feelingasion.

dusro=ka yam
other.PI=Gen.M.Sg sorrow.M.Sg
‘The sorrow of others’ (Platts 1909, 253) Urdu

(8) Thepossessive genitivdenotes a thing that is owned by a possessor:

nadya=Kki kitab
Nadya.F.Sg=Gen.F.Sg book.F.Sg
‘Nadya's book’ Urdu



The Urdu genitive encompasses the uses of ‘have’ as welledariy’, both of which are verbs which
Urdu does not posess. For exampladya has one legr This book belongs to Nadyae both expressed
via the genitive in Urdu.

(9) a. nadya=ka ek pad eh
Nadya.F.Sg=Gen.M.Sg one foot.M.Sg be.Pres.3.Sg
‘Nadya has one foot.’ Urdu
b. ye kitab nadya=Kki Ea)
this.Sg.Nom book.F.Sg.Nom Nadya.F.Sg-Gen.F.Sg beFses.
‘This is Nadya’s book. Urdu

Raza (2010) also identifies several attributive uses ifnglmaterial, price, size, height, color, weight
and age. An example specifying the color and material of gacoks provided in (10).

(10) [svrx rang=ki] [lakri=ki] mez
red color.M.Sg=Gen.F.Sg wood.F.Sg=Gen.F.Sg table.F.Sg
‘a table of red color and of wood’ Urdu

As far as we can tell, the complete possible ranges of useajfehitive in Urdu reveal no big surprises.
The uses are consonant with an abstract sense of posselsglerd, more generally, as is the case with
Englishhave the Urdu genitive is used to express a relationship of samtebgtween two entities. It is
also used to mark agents in verbal nouns, but this is alsomoeihasual property.

4.2 Morphosyntactic Properties

In contrast, the morphosyntactic properties of the gemiéike interesting in that the case marker inflects
for gender and number with the head noun of the construtibis Behavior is unique within the family of
Urdu case markers. In (11), a typical genitive construcisoiiustrated:

(11) pakistan=ki bkumat
Pakistan=Gen.F.Sg government.F.Sg
‘The government of Pakistan’ Urdu

Urdu is generally a head-final language and the genitive aaseconforms to this pattern. In example
(11), the modifying noun igakistanand the head noun isskunut ‘government’. The case marké&r
agrees with this head noun in gender and number. This padtalso true for complex nested constructions
as in (12), where the first genitive markéragrees withumi ‘mother’ and the second genitive markes
agrees wittkutte ‘dog’ (as does the adjectivale ‘black’) (Payne 1995).

(12) [[yasin=Ki] amil]=ke kal-e kitt-e
Yassin.M.Sg=Gen.F.Sg mother.F.Sg=Gen.M.PI black-Nomlog-Nom.M.PI
‘Yassin's mother’s black dogs’ Urdu

Butt and King (2004) argue that case markers in Urdu shouldnadyzed as prosodically deficient
clitics that rely on a host to their left. As one possible téiséy adduce coordination. Following Miller
(1992) and Zwicky (1987), who propose coordination as oiter@n to distinguish affixes and clitics,
Butt and King (2004) note that Urdu case markers have scopermun coordinations.

(13) [nadya or ysin]=ki ami=ne hus-a
Nadya.F.Sg and Yassin.M.Sg=Gen.F.Sg mother.F.Sg=Egip{Rerf.M.Sg
‘Nadya and Yassin’s mother laughed.’ Urdu



In (13), the genitive case mark&r scopes over the coordinated structure and agrees with #uk he
nounami ‘mother’. This would not be possible with any inflectionafiafn Urdu. Instead, affixes have to
attach to every single conjunct of the coordination ((14)).

(14) a. [[[lark]-iya] or [[cir]-lyd] ] bol-&-g-i
girl.F.Pl.Nom and bird.F.Pl.Nom speak-3.PI-Fut-F.PI

‘The girls and the birds will speak (make noises).’ Urdu
b. *[lark or ci-lya bol-&-g-i
girl.F.Pl.Nom and bird.F.Pl.Nom speak-3.PI-Fut-F.PI
‘The girls and the birds will speak (make noises).’ Urdu

The conclusion from this coordination test is that case erarkttach to phrases and therefore seem to
be syntactically placed, rather than morphologically.

Another test given in Butt and King (2004) is the inclusiorodier clitics in between the case marker
and the nominal host. The focus clitibgb"i ‘only/also’ for example, may be placed between the case
marker and the noun ((15a)).

(15) a. lucc-6=hi=ka kana
child-M.PI.Obl=Foc=Gen.M.Sg food.M.Sg
‘The CHILDREN's food’ Urdu
b. *bacc=hi-0=ka kana
child=Foc-M.PI.Obl=Gen.M.Sg food.M.Sg
‘The CHILDREN's food Urdu

In (15a), the focus clitihi separates the case marker from its nominal prosodic ho.i§ hot pos-
sible with an inflectional affix, as demonstrated in (15b)gvehthe focus clitic cannot intervene between
the nominal stem and the plural oblique suffix The construction becomes ungrammatical.

4.3 Syntactic Distribution

As illustrated above in (12), Urdu allows nested genitivelewever, as also already illustrated by (10),
Urdu in addition allows for multiple genitives modifying angle head noun. These are not hierarchically
organized, but both independently modify the head noun ande moved about freely, as shown in (16).

(16) a. s=ki] [skul=ki] gari
Pron.3.Sg.0Obl=Gen.F.Sg school.M.Sg=Gen.F.Sg car.F.Sg
‘His/her car that is also the school’s’ Urdu
b. [skul=ki] [us=ki] gari
school.M.Sg=Gen.F.Sg Pron.3.Sg.0bl=Gen.F.Sg car.F.Sg
‘His/her car that is also the school’s’ Urdu

The meaning of (16) is that there is a car which belongs toadamnd which a certain person (him/her)
has been given the use of. What (16) definitely does not meadissschool’s car In order to express
this, the genitive on ‘his’ needs to agree with ‘school’, m$17), thus giving rise to a nested structure.

(17) [[us=ke] skul]=ki gari
Pron.3.5g.0Obl=Gen.M.Obl school.M.Sg=Gen.F.Sg car.F.Sg
‘His/her school’s car’ Urdu



As Raza (2010) shows, multiple genitives within complex WNPs pose a problem in that it is not
always easy to resolve which head each of the genitives reedilihe syntactic distribution of genitives
within the Urdu NP is quite free. Indeed, not only is the dlgttion within an NP quite free, genitives are
also able to appear outside of the NP in which they are licknse

An example has already been given in (9b), where the gemitenkedNadyaappears to the left of its
head (‘book’). Clearer examples are provided in (18).

(18) a. gari nadya=ne us=ki bazar=mg& deki
car.F.Sg.Nom Nadya.F.Sg=Erg Pron.3.Sg.0Obl=Gen.F.Skanhiat.Sg=in see-Perf.F.Sg
‘His/her car, Nadya saw in the market.’ (‘car’ is topicalije Urdu
b. kitab tum=ne kis=Kki Xarid-i?
book.F.Sg.Nom you=Erg who.Sg.Obl=Gen.F.Sg buy-Ped.F.S
‘Whose book did you buy?’ Urdu
c. larka, jis=Kki nadya=ne xarid-i kitab
boy.M.Sg.Nom RelPron.Sg.Obl=Gen.F.Sg Nadya.F.Sg=EyeRaif.F.Sg book.F.Sg
‘the boy whose book Nadya bought’ Urdu

Not all languages allow this kind of separation between thespssor and the pronominal genitives
(English does not, for example; see Szabolcsi (1983) foirsdmnvork on this issue). For West Flemish,
Haegeman (2004) argues that instances of remote posseseanst derived by movement, but are in-
stances of possessor doubling. It is doubtful that thisyasigmtan be carried over to the Urdu facts, but an
investigation of the full set of Urdu facts still needs to lmnd (as far as we are aware). Note that the long
distance dependency (as it would be called in LFG) betweerptissessor and the possessed can often
be resolved unambiguously via agreement, as is the cas8)inBlt agreement cannot be relied upon to
always produce an unambiguous resolution of the long distdependency, as the masculine morphology
not only also serves as a default, but is furthermore ambigbetween plural and singular in the oblique.

4.4 Analysis of the Genitive Case Clitic

The morphosyntactic facts provided in section 4.2 supporarzalysis of the genitive case marker as a
clitic. Its placement is phrasal rather than lexical; itré#fere seems to belong in the domain of syntax.
One consequence of thexical Integrity Principle(e.g., Dalrymple 2001, Bresnan 1982) is that the syntax
does not determine morphological structure: words arenasguo be built by different rules than those
of syntax®> Bound morphemes can therefore not appear independentheiphrase structure and are
therefore also not represented with an independent tekmdauke. However, since case clitics seem to be
independent functional items that are placed by the syBa¥, and King (2004), also working within
LFG, represent these clitics with an independent terminden They introduce them as functional heads
of a KP as illustrated in the general scheme in (19):

(19) KP— NP K

LFG’s modular framework allows for a thorough analysis af tienitive case clitic. The two basic
representations for the syntax are the c-(onstituentftsire;, which encodes the basic constituency struc-
ture and linear hierarchy of the elements, and the f-(unatjostructure, which abstracts away from the
surface positions and models grammatical relations, foimak information and other dependencies. In the
following example, the f- and c-structure of the genitivastouction in (20) are displayed.

®In the ParGram grammars this difference is also realizechasob formal power. The morphological component is finite
state, while the syntax allows for recursive rules.



(20) a. pakistan=ki Fkumat
Pakistan=Gen.F.Sg government.F.Sg

‘The government of Pakistan’ Urdu
NP
/\
KPposs NP
/\
b. NP Kposs N
| | |
N ki hukumat
!
pakistan
c. [PRED ’hskumat’ )
NSEM [COMMON counﬂ
NTYPE
NSYN common
[PRED ’pakistah 1
NSEM [PROPER countr;ﬂ
NTYPE
POSS NSYN proper
CASE gen
SPEC NUM  sg
PERS 3
GEND fem
NUM  sg
PERS 3

In the c-structure representation in (20b), the genitiveeadlitic ki is represented as the functional
head of a KPpos% Together with the noupakistan it forms the specifier within an NP whose head noun
is hukumat. The genitive also agrees in gender and number with this head. This is modelled at
f-structure via feature unification (not visible as such20d)). The f-structure also encodeskunut as
the head noun of the construction gmakistin as its specifiesPEC More particularly, as a possessive

pPossspecifier.
In terms of prosodic alignment, none of the genitive corditons introduced in this section pose a

serious problem. Any relation between two nouns that isesqed by the genitive receives the following
basic prosodic and syntactic bracketing:

(21)  prosodic and syntactic bracketing fmohan=ki billi‘Mohan’s cat'.

syntactic bracketinﬁ [[[mohankp=[ki]k]kp [bHl-] np]lNnp

prosodic bracketing ((mohan),=ki), ((bill-i) )
Mohan.M.Sg=Gen.F.Sg cat-F.Sg
‘Mohan’s cat’

0ne reviewer asks why the genitive clitic must be a functitviead. The question is justified in that LFG would in prineipl
allow us to analyze genitive and other case-marked phrageway that does not introduce the case marker as a headdfetpr
a phrase. The analysis shown here was proposed by Butt agd2004) for two reasons: 1) case marked phrases have dglight
different distribution in Urdu than nominative (unmarkemh)es and a KP vs. NP distinction allows this to be modelledyfai
straightforwardly; 2) case in Urdu works in a “constructimeanner. That is, as argued for by Nordlinger (1998) for Aal&in
languages, case markers in Urdu help construct the furattemalysis of a clause. That is, they are not mere featurdlesin
which reflect grammatical information. Rather, Butt and &{2004) posit a lexical semantic analysis of case in Urdu bickv
case markers have lexical entries and contribute quite@ bitntactic and semantic information to the clause.



The case clitic always shares a mother node with the modjfyioun, which at the same time is
also its prosodic host. The syntactic and prosodic modulegherefore aligned, with XPs generally
corresponding to prosodic phrases as assumed in the majbitite prosodic literature (cf. Selkirk 1995b).

5 The Ezafe Construction

We now turn to the Urdezafeconstruction. This is a loan construction from Persian, reliteoriginated
from an Old Iranian relative pronowya In Middle Iranian, the pronoun evolved inydi and became
specialized as a device for nominal attribution. With respe modern Persian, thezafeconstruction has
been extensively discussed (Samiian 1983, 1994, Ghom@8Hi Kahnemuyipour 2000, Holmberg and
Odden 2008, Larson and Yamakido 2008, Samvelian 2007). $esearchers have viewed tbeafeas
being a clitic, while others classify it as part of nominalnpiwology.

A Persian example for thezafeconstruction is provided in (22), which illustrates thatdtanezafe
in contrast to the generally head-final nature of the languagl NPs in particular, allows the head noun to
be initial, with modifiers licensed to its right. Modifiersthfe head noun can include adjectives, houns and
some PPs and each of these in turn can function as the hosfuidhar ezafeconstruction. This stacking
of ezafeis also illustrated by (22).

(22) [in ketab]-e [kohne]-ye [bi arze§]-e maryam
this book-Ez ancient-Ez without value-Ez Maryam
‘this ancient worthless book of Maryam’s’ (Samvelian 206U6) Persian

The Urdu construction functions similarly; however, in Undis connected to forms of high literacy
(i.e., poetry, novels, newspaper texts) and is thereforeemestricted in use than its Persian counterpart.
Some simple examples are shown in (23). In example (23a)nthdifier is a nounk'irad ‘wisdom’),
while in (23b), the head noun is modified by an adjectivel ¢nd ‘high’). The constructions show the
peculiarity already described for the Persixafeconstruction in (22): while Persian and Urdu both
generally are head-final languages, ¢#zafeconstruction is head-initial.

(23) a. arbab=e "kad
owner=Ez wisdom

‘wise person’ (Platts 1909, 99) Urdu
b. ssada=e land

voice=Ez high

‘a high voice’  (Delacy 2003, 100) Urdu

The Urduezafeis prosodically incorporated into the head noun to its lefas-in Persian, it is always
pronounced as a unit with the head. While attached prodbdicathe head on its left, thezafesimulta-
neously licences a modifier to its right. This stands in @sttto the Urdu genitive construction examined
in the previous section, which was seen to conform to the Hfieatipattern typical for Urdu. The geni-
tive marker also prosodically attaches to the unit to its ledwever it also simultaneously licenses it and
forms a syntactical-functional unit with it. Whikezafeand the genitive thus appear to be similar from a
functional perspective, their prosodic and morphosyidaeglization differs considerably.

5.1 PersianEzafe — Morphology or Syntax?

The combination of properties of the Persirafeconstruction have led to a wide discussion about its
morphosyntactic status. Ghomeshi (1997) for exampleyaealtheezafeas a phonological linker within
X-bar theory. Her conclusion is that tlezafenever attaches to phrases but selects as its dont&mX
bare (lexical) heads. Samvelian (2007), working within ¢heaven Phrase Structure Grammar (HPSG),
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challenges this view by introducing new data with respedPéosianezafe She demonstrates that the
ezafecan attach to phrases and proposes that#adeis aphrasal affixattaching to nominal heads and
marking them morphologically as expecting a modifiéinlike Anderson (2005, 1992), who assumes
phrasal affixes to come into play postlexically, Samvelfatipwing proposals made by Zwicky (1987)
and Miller (1992), analyses tlezafeas part of word level morphology and distinguishes clitied phrasal
affixes on this basi8.

In contrast to word-level inflectional affixes, which attaginectly to their host and cannot be sep-
arated from them, phrasal affixes in Persian appear on the edge of nominal constituents (usually
non-maximal projections) and do not bear lexical stresseyTdre attached after the word-level affixes
and cannot separate these from their hosts, as shown inTB#).s, in fact, a typical property of clitics
(Zwicky and Pullum 1983, Criterion F).

(24) in pesar-ha-ye/*pesar-ye-ha ahmagq
this boy-Pl-Ez/boy-Ez-PI silly
‘these silly boys’ (Samvelian 2007, 619) Persian

Samvelian also shows that teeafehas wide scope over coordination. However, in contrast tatwh
is generally assumed in the literature (e.g., Zwicky andurull983), she does not take this as a proof
for a clitic status of theezafe Instead, she invokes arguments supporting the clasgificaf the ezafe
as a phrasal affix which, in her conception, is situated innleephological component rather than be-
ing introduced postlexically as originally formulated byderson (1992). Her main argument involves
data showing that thezafeand other elements like the indefinite artieiewhich she also analyses as a
phrasal affix, seem to be in complementary distribution waétspect to one another. Samvelian suspects
an involvement of thédaplology Criterion® which she considers to be a non-last-level phonological pro
cess. In order for thezafeand other phrasal affixes to conform to the Haplology Cuteriboth must
be generated within the same level. According to her argtettien, theezafethen cannot be introduced
postlexically and must be generated within the morphology.

Bogel et al. (2008) challenge this assumption. First gftalk group of affixes Samvelian compares
with the ezafeseem to belong to a totally different class. Not all of themehacope over coordination
and show a much more promiscuous behavior with regard to tosit. This weakens the argument of
complementary distribution, because these elementsiwidbse of arezafebeing present, simply appear
somewhere else. Furthermore, it is not clear why phonadgimcesses like thidaplology Criterionor
complementary distribution should be restricted to théepieal morphological module.

Consider the illustration of haplology in (25) with respéatthe English plural and genitive (for
which Zwicky discussed haplology in 1987).

(25) a. The dog's bones
dog.Sg=Poss

b. The dogs’ bones
dog.PI=Poss

"Other papers on Persiazafedo not consider the prosodic and morphosyntactic statezafein depth and are therefore
not discussed in this context. An exception is Larson andafado (2008), who assume that teeafeis a clitic that attaches to
the left while forming a constituent with its complement ke tright. Although they present no discussion of their aggian,
we believe that this view is essentially right.

8The termphrasal affixwas originally coined by Anderson (1992) in order to point the parallelism of distribution and
function between morphological affixes and clitics. Howephrasal affixes are clearly part of the postlexical (hematemor-
phological) component for Anderson.

®Definition of haplology: One syllable is deleted in the cabéwm identical or similar syllables, see for example Zwicky
(1987).
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In (25a), the possessive markelis not subject to haplology; in (25b) however, the case iediht.
Here,dog also contains the plural markes and the construction is therefore subject to haplology — the
possessiveshas been deleted in the presence of a regular plural (cf.kdvii@87). It is not clear, however,
that this process has to take place in the morphological coet. The possessive marker in English poses
similar problems to its classification as a clitic or affix as¢zafe It cannot straightforwardly be described
as being part of the morphological component; insteadetisezvidence that the is distributed within the
syntax. However, if the possessive marker is distributatiivthe syntax and the plural marker is clearly
part of the morphological component, Samvelian’s argurtfeatttheezafeand the indefinitei have to be
generated within the same level because they are subjeaptolbgy does not hold.

In this context, Anderson (2005) makes an interesting wapoHe reviews the argumentation sur-
rounding the English phenomenon in (25) and suggests teamntrphemes/clitics be integrated at the
level of the syllable, as shown in (26) (Anderson 2005, 93).

26) o

A
dog z

Thus, haplology is seen as applying within the phonologpcasodic component which syllabifies and
groups syllables into feet in order to arrive at a prosodiacstire of the clause. Under this view, analyzing
a phenomenon as haplology does not automatically transisitean argument for placing it within the
morphological component.

Another argument Samvelian (2007) makes is based on thé@ue$access to word-level properties.
Samvelian assumes that access to word-level propertieprdgintake place within the morphological
module. Since the Persiazafeis restricted to nominal heads, it needs access to the papgeech class
that is involved. However, this kind of part-of-speech mmf@ation is generally needed to ensure syntactic
well-formedness. For example, consider the placementwdrad in a noun phraseery big dogvs. big
very dog The adverb must have access to word-level properties ahthgs around it in order to ensure
the right order. Alternatively, one could argue that thérigrder is guaranteed by a set of syntactic rules,
but then this alternative could also just as well apply todistribution ofezafe Samvelian’s argument of
access to word-level properties therefore does not hdieeit

Nevertheless, within HPSG, Samvelian comes to the comtiuiat theezafeshould be generated
within the morphological component. After considering tleta for the Urdwezafeconstruction in the
following section, we come up with a different analysisagfe

5.2 Urdu Ezafe

In the case of the Urdazafeconstruction, establishing clitic status is not as stithggtvard as with the
genitive case marker. In this section we therefore take seclok at Urduezafe which, as already
mentioned, is a loan construction from Persian. Persiartiigaknguage of the Mughal Court for several
centuries and heavily influenced the language of the casréiad the poets of the court. Ur@azafeis
mainly found in the high/literary language and in the nevpsps. It remains productive, but modern
speakers show a tendency to not use the construction (Sché88, 247) as part of the normal spoken
language. In particulagzafeconstructions must be formed with words of Persian origihi¢Ww limits its
range of applicability).

5.2.1 Basic Properties

The head of aezafeconstruction is usually a noun, but as shown in (27) somesitipas are also allowed.
These appear to be exactly those adpositions that have lmpexrddo be noun-like by Samiian (1994) (see
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also Larson and Yamakido 2008), presumably because thdgaative expressions derived from former
nouns. Full PPs are also allowed, as shown in (28).

(27) a. zer=e  amin
under=Ez earth.F.Sg
‘under the earth’

Urdu
b. zer=e lrasit
under=Ez arrest
‘under arrest’ Urdu
(28) bih tiraf=e Jimal
to direction.F.Sg=Ez north
‘to the direction of north’ Urdu

The modifier may be a noun as in (27) or (28) or an adjective 429b) and (30). As in Persian,

stacking ofezafeconstructions is allowed, although stacked constructamesnot found as frequently as
in Persian. Some examples are shown in (29).

(29) a. dsfjman=e arbab=e wfa
enemy.M.Sg=Ez people=Ez fidelity.M.Sg
‘the enemy of the people of fideliy’ (Asadullah Khan Ghalib) rad

b. hava=e dor=e me=e uvfgavar
air.F.Sg=Ez period=Ez wine=Ez pleasant
‘the air of the period of a pleasant wine’ (Haider Ali Atash) rau

Most commonly, the heads and modifiers involve@aafeconstructions tend to be single words. The
guestion thus arises whether XPs are in principle possibtbd left and to the right of amzafe (28)

already showed that the head could be a PP, not just a P. (B@sghat the head can in principle also
allow the full structure of an NP.

(30) [ek huhut acd-a [divan=e am]]

one very good-M.Sg hall. M.Sg=Ez private

‘a very good private hall of audience’ Urdu

Similarly, the modifier can also be more complex. This issiftated in (31) with a coordinated modifier
‘star and moon'.

(31) parcam=e [sitara o hilal]
flag=Ez star.M.Sg and crescent moon
‘the flag of the star and crescent’ (Pakistani National Anthe Urdu

5.2.2 Headedness/Alignment of th&zafe

We have asserted that the Urdreafeconstruction is head-initial. This assertion can be vetifia agree-

ment facts. In (32), the adjectier-i ‘big’ agrees in gender and number with the head neadfi ‘valley’,
which in case of (32a) is the initially positioned head ofeamafeconstruction.

(32) a. vadi=e sind] bahvt bar-i  he

valley.F.Sg=Ez Indus.M.Sg very big-F.Sg be.Pres.3.Sg

‘The Indus valley is very big.’ Urdu
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b. vadi bahust bar-i  he
valley.F.Sg very big-F.Sg be.Pres.3.Sg
‘The valley is very big.’ Urdu

In a genitive construction, on the other hand, agreementiftks the final noun as the head. In (33),
the genitive cliticki and the adjectivbar-i ‘big’ both agree with the head nowadi ‘valley’, which is the
final element of the genitive construction.

(33) [sind=ki vadi] bahut bar-i  he
Indus.M.Sg=Gen.F.Sg valley.F.Sg very big-F.Sg be.P1gg.3
‘The valley of the Indus/Sindh is very big.’ Urdu

Semantically, (33) is almost identical to (32a) in that botimstructions express a relation of pos-
session. Syntactically, however, they clearly differ widspect to where the head is placed. (33) is
head-initial, (32a) is head-final.

5.2.3 Separability

Section 4.3 showed that the genitive can be separated fsdmedtd and can appear at quite a distance from
it. The Urduezafeconstruction does not display syntactic independenceeagéhitive, and generally the
parts of anezafeconstruction are not separable. However, Ghulam Razg (points to examples as in
(34) where the modifier can also appear before the hezafeso that both (34a) and (34b) are possible.

(34) a. murd=e xub
man.M.Sg=Ez much
‘a good man’

b. xub murd=e
much man.M.Sg=Ez
‘a good man’

These types of patterns are apparently mainly found in tterdlrdu literature and at this point it is
not clear to us how productive patterns as in (34) really dl@wever, that the parts making up anafe
construction are in principle separable is shown by exaslite (35), which a parenthetical intervenes
between the hea@zafeand the modifiet?

(35) bih tiraf=e maslan fimal
to direction.F.Sg=Ez like north
‘to the direction of, say, north’ Urdu

5.2.4 Semantics

Theezafeconstruction is not restricted to expressions of possessitie the genitive construction (section
4), theezafehas a much wider spectrum of meaning than the expressionssepsion. This can be seen
quite clearly with respect to adjective modifiers. For eximim (36) the adjectivazam ‘great’ does not
stand in a possession relation to the ‘minister’, but sinmpbdifies the head noun in an attributive manner.

(36) vazir=e azim
minister.M.Sg=Ez great
‘prime minister’ Urdu

%Rajesh Bhatt and one of the reviewers point out that the mesticted scrambling possibilities fezafeas compared to
the genitive construction may be related to the absenceretagent inside thezafeconstruction vs. the existence of agreement
within a genitive construction. We concur that this is aljkexplanation which should be explored further.
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Noun-noun constructions also do not necessarily all espagsossessive relation. In (37), the head
nountalib ‘seeker’ is modified by the nournm ‘knowledge’. In this case, the head noun clearly does
not “possess” the modifying noun — the interpretation oftbonstruction would rather be “seeker of
knowledge” instead of “possessor of knowledge”.

(37) talib=e 1Im
seeker.M.Sg=Ez knowledge.M.Sg
‘student’ Urdu

Both the genitive anézafethus appear to be used to express a very vague relationsfvedre two
elements. One of those relationships is that of posseskianying to understand the semanticseafafe
in Urdu, the closest analog seems to us to be that of compognd@hat is, theezafeallows for diverse set
of semantic relations and mainly expresses that there iatoreship between the two elements. Note that
compounding in Urdu appears to be very limited, but whethered is a connection between this and the
heavy use of genitive and/ezafeconstructions is a topic for further research.

5.2.5 UrduEzafe — Clitic or Phrasal Affix?

As mentioned before, the question whether ¢zafeshould be considered to be a phrasal affix that is
generated within the morphology (as proposed by Samvell@Y)2or whether thezafeis a clitic has
been extensively discussed within the community for Pardfdhe ezafeturns out to be a clitic, then there
remains the question as to how to analyse all of its morphastin, semantic and prosodic properties.

In what follows, for the sake of completeness, we go throlghQrRITERIA proposed by Zwicky and
Pullum (1983) to distinguish affixes and clitics with respecezafe

CRITERION A: Clitics can exhibit a low degree of selection with respectheir hosts,
while affixes exhibit a high degree of selection with resgedheir stems.

The ezafeis not fussy about different kinds of noun stems/classeslodts, however, require nouns of
Persian origin to its left (these still form a humber of disticlasses). It is thus more like an affix in that
the degree of selction is fairly high.

CRITERION B:  Arbitrary gaps in the set of combinations are more cheargstic of affixed words
than of clitic groups.
When looking akezafeconstructions, there are no arbitrary gaps.

CRITERION C:  Morphophonological idiosyncrasies are more charastterof affixed words
than of clitic groups.

With respect to thezafe there are no unexpected phonological forms. Regardleshatfsound the noun
to the left of it ends in (vowels, different types of consatsyntheezafeis always expressed as am
CRITERION C therefore favors a clitic analysis.

CRITERION D:  Semantic idiosyncrasies are more characteristic ofeadfixords
than of clitic groups

Semantic idiosyncrasies can not be observed eztife

CRITERION E:  Syntactic rules can affect affixed words, but cannot affétic groups.

This CRITERION basically states that clitics and their hosts are not tdeagea syntactic unit in contrast
to affixed words. One possible syntactic operation to eveltle behavior of thezafeis coordination —
and, just as the accusative case clitic in (39),dhafein (38) takes scope over a whole noun conjunction.
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(38) [ye [mal o dault]]=e dunya

this material and wealth=Ez world.F.Sg
‘this material and wealth of the world’ Urdu

(from zarb-e-kaleenby Muhammad Igbal)

(39) [mal or dault]=ko kvma-o
material and wealth=Acc earn-Imp.Rude
‘Earn/gather material and wealth!” Urdu

A normal morphological affix is not able to do so, it has toetiteo every single conjunct (this already
has been demonstrated in (14b)).

CRITERION F:  Clitics can attach to material already containing ditiut affixes cannot.

In the case of thezafe the QRITERION F does not offer a clear distinction between a clitic and &inadf
analysis as with the genitive case marker. The observatiahthe focus clitichi can intervene between
the stem and genitive case marker (repeated in (40)), ddestend toezafe as shown in (41).

(40) hacc-6=hi=ka Rana
child-M.PI.Obl=Foc=Gen.M.Sg food.M.Sg
‘The CHILDREN's food’ Urdu
(41) a. *wrak=hi=e Jer
food.M.Sg=Foc=EZ lion.M.Sg
‘The lion's FOOD’ Urdu
b. *xurak=e=hi Jer
food.M.Sg=Ez=Foc lion.M.Sg
‘The lion's FOOD’ Urdu
Cc. Xurak=e Jer=hi
food.M.Sg=Ez lion.M.Sg=Foc
‘The LION’s food’ / ‘“The lion’s FOOD’ Urdu

In (41a), the focus clititii cannot intervene between theafeand the stem. However, unlike with the
genitive, the focus clitic is not allowed anywhere withie ttonstruction, as can be seen in (41b). The only
possibility for a placement of the focus clitic is after thbole ezafeconstruction, where its position is
neutral — it can either focuger ‘lion’ or xurak ‘food’. Therefore, the position of the focus clitic does not
necessarily give evidence for teeafés classification as a clitic. But it does not rule out the sification
either, since it is not possible for the clitic to attach ditg after theezafe

Considering all of these facts, we take #wmafeto be a clitic, even though it is not such a clear case
as the genitive case marker. As argued in section 5.1, Sanige(2007) argumentation for thezafe
being analyzed in the morphological component does not. hdlé see no reason for trezafenot to
come into play postlexically and assume that Samveliargdyais is partly motivated by the architecture
assumed by her chosen framework, HPSG. We contend thanwtfteimodular architecture of LFG, a
postlexical analysis follows naturally. Therefore, we nonevide a concrete analysis of the Urelzafein
the following section, based on the Urdu XLE grammar beingetigped in Konstanz.

6 A Modular Analysis of Urdu Ezafe
Given our analysis of thezafeas a clitic, we now address the question of how to analysedtphosyntac-

tic, semantic and prosodic properties. We implementeeaéeas part of our on-going work on building
a computational grammar of Urdu within the LFG-based ParQueoject.
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LFG is an inherently modular theory of grammar. As alreadgdssed in section 2, we adhere to the
Principle of Lexical Integrity which restricts the formation of words to the morphologicedule. The
ezafe being a clitic, is therefore treated within the syntactmrain, which interacts with prosody and
postlexical phonology. Prosodic phrasing is part of Prasthonology (Selkirk 1984, 1986, Nespor and
Vogel 1986, Selkirk 1995b), which we view as an additionaduie of the grammar. In our implementa-
tion we model this via @rosodic projection gButt and King 1998)-1

Prosody is of great interest in a clitic analysis of #mafe Clitics are considered to be “little words”,
which, being prosodically deficient, depend on a prosodit.hdhey are phrased together with another
prosodic word as part of the prosodic phrasing (Inkelas asx 1990, Selkirk 1995a). Phrasing clitics
prosodically together with their host is therefore parthef prosodic component, but not the part of the
morphological component. In the following sections, a fodescription of each of the LFG modules
involved in the analysis of aezafeconstruction is given.

6.1 The Morphological Component

The morphological module contains a list of Urdu lexicahsseplus a set of patterns which determine how
these stems can be inflected. Thus, the lexicon does noticduliEforms, but forms words dynamically.

It also allows for more than one morphological analysis perddorm when this is relevant. An example
is shown in (42), where two inflected forms of the véik ‘write’ are analyzed.

(42) Surface form and analysis bk"ti ‘is writing’ and lik"a ‘wrote, write’

surface form| lik"ti | Iikra
analysis hk"+Verb+Impf+Fem+Sg lik"+Verb+Perf+Masc+Sg
hk"+Verb+Caus+Imp+2P+Sg+Rude

The morphology operates in what is generally known as the-leavel” manner. That is, a surface
form is related to an abstract analysis which contains thiedying lemma (stem or root) plus a sequence
of abstractags(e.g., Fem, Sg), which are independent of any particulatasyic or morphological frame-
work. These tags represent the morphological analysis andrigtively encode what is deemed to be
important information about this word form (designing thgg is part of the linguistic analysis that needs
to be done in building up the morphological module).

Our concrete implementation of the Urdu morphological nledises the finite state techniques de-
veloped by Beesley and Karttunen (2003), as is standarddideam grammars. These finite-state tech-
niques are not limited to concatenation (as used to be th&),dag allow an insightful treatment of non-
concatenative morphology like reduplication, infixatiam, stem interdigitation (Beesley and Karttunen
2000). For details on the Urdu morphological analyzer, ségeBet al. (2007).

Using finite state techniques for morpho(phono)logicalysis is not only computationally extremely
efficient, it has also been shown to be basically equivateat least one theoretical perspective of morphol-
ogy, namely that of Paradigm-Function Morphology or Redignal Morphology (Stump 2001, Karttunen
2003). Thus, while we here present a very concrete impleatient the architecture cannot be said to be a
mere implementational artefact. Rather, it is a concretdeting of ideas that are found in the theoretical
morphological literature.

Within the morphological component, the head noun and thdifieo of the ezafeconstruction each
receive their own, independent morphological analyses.arFmnstruction as in (43) or (44), the nouns
hukumat ‘government’ andpakistanreceive the morphological analyses shown in (45).

Note that we are currently developing an alternative aechitre for the phonology-syntax interface than the onerasdu
here (Bogel et al. 2009, 2010). The alternative architecassumes a model whereby the prosodic component and ttaetyn
component are independent modules in their own right, betrevthe prosodic representations and the syntactic repietsms
are lined up with one another (amount of prosodic interangiof syntactic constituents is kept as minimal as pogsiiea
set of Optimality-Theoretic style constraints. This se¢mdo better justice to the phenomena observed at the presodgax
interface. However, a thorough discussion would lead udaoafield and is also not wholly relevant to this paper.
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(43) hskumat=e pakistan
government.F.Sg=Ez Pakistan

‘Pakistan’s government’ Urdu
(44) pakistan=ki hkumat

Pakistan=Gen.F.Sg government.F.Sg

‘The government of Pakistan’ Urdu

(45) hukumat +Noun +Persian +Fem +Sg
pakistan +Noun +Country

In our particular architecture, these abstract morphoklidgiags are passed on to the LFG grammar,
running on the XLE grammar development platform, a softwdgeeloped at the Palo Alto Research
Center (PARC, Crouch et al. 2010). The tags associated etivord forms that form the terminal nodes
in the syntax are interpreted by the grammar according tteitsls and expectations. For example, the tag
+Sg when associated with a noun is associated with the infoomdkiat the noun is of number singular
(in LFG terms: tNUM) = sg). If the same tag is encountered in conjunction wsitherb ¢Verb ) and
the language being analyzed is English, for example, thisninformation is interpreted as saying that
the subject of the clause needs to be singular (in LFG terdrSUBJ NUM) = sg). For details as to
how this morphology-syntax interface works, see Kaplar.¢2804)1? In our grammar, the-Persian
along with at+Arabic tag is used to constrain the distribution and morphologieahdigms for words of
Persian and Arabic origin (certain words allow only certaiafixes, theezafeconstruction is constrained
to appear mainly with words of Persian origin, etc.).

The ezafeand the genitive clitics are not analyzed as affixal morpleniestead, we treat them as
independent lexical elements. The content of the lexictlemis shown in (46).

(46) a. e EZ { MOD MOD-TYPE) = ezafe.
b. ki Kposs ¢ CASE) = gen
(T GEND) =fem
(1t NUM) = sg.

These entries state that there is erafethat has the Part-of-Speech EZ and carries the functional
information that there is a maodification (MOD) and that thpetyf this modification (MOD-TYPE) is of
the ezafetype. We analyse the functional contributionefafeas a type of modifier of the head noun in
order to express the rather wide set of relations the modiéietbear with respect to the head noun.

For the genitive, we show the feminine singular version ecof exposition. The inflected versions
of the k- genitive are actually created/analyzed within the morpgigial module, but the end result is an
inflected version. In this case, the fully inflected form @n$ the information that this is a genitive and
that it is feminine and singular.

6.2 C- and F-structure Analysis

As already described in section 4.4 for the genitive casie,dine c(onstituent)-structure and the f(unctional)-
structure form the core of LFG syntax. With respect to thizdeture, we posit the analysis shown in (47).
Being the head noumgkunmuat ‘government’ is encoded as the main predic@rED) of the construction.
This main predicate contains a modifying constitusiatd (pakista, which is licensed by thezafeat
c-structure. The nature of this relationship is expressadne modification typeMOD-TYPE ezafe.

With respect to the c-structure, there are several diffepossibilities. One possibility is to analyze
the ezafeand the modifier it licenses as forming a constituent anduetket) the head (48a). Another
possibility is to assume a tripartite structure as in (48lotliing legislates against ternary trees in LFG per
se). Yet another structure would group #mafetogether with its head and exclude the modifier (48c).

12This conception/architecture is in fact quite similar toavBadler and Spencer (2002) propose in terms of projections
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(47) [PRED  ’hukumat’ ]
NSEM [COMMON coud
NTYPE
NSYN common
[PRED 'pakistah ]
NSEM [PROPER counU%
NTYPE
NSYN proper
MOD
CASE gen
NUM sg
PERS 3
MOD-TYPE ezafe
GEND fem
NUM sg
PERS 3

(48) a. NP [Ez XP]
b. [NP Ez XP]
c. [NP Ez] XP

Larson and Yamakido (2008) assume a general structure 48aj &nd we favor this structure as well
(this is what is currently implemented in the Urdu grammaf)e ezafeconstruction exhibits the following
properties that we must take into account: 1) the head mwstyalbe nominal (or a PP), the XP modifiers
can be nominal or adjectival (and possibly also prepositicas in Persian); 2) the head must be available
to be agreed with by elements outside of &mafeconstruction; 3) the presence of teeafelicenses the
modifying XP; 4) the structure can be recursive; 5) it lodke the modifying XP can in principle appear
before the headszafe

Possibility (48c) models property 5 well, but embeds thecfiomal head of the construction fairly far
down, as shown in the recursive sketch of this possibilitg4i®). This is problematic because the head
is difficult to access for agreement purposes and it is afficwlt to state a constraint that just when the
XP+ezafeis initial, the XP is restricted to be nominal (or a PP). Thoetising of the modifying XP also
becomes a matter of stating a long distance dependency dxetiveezafeand the modifying constituent
that must be propagated up and down through various levéfsedfeet?

3pgain, a reviewer asks why thezafeshould be considered to project a tree structure. In this,dag answer is that it is
immaterial to us what the intermediate nodes are called. Mlause Yez/YPez or just YYP instead of EZEzP. That is, the
tree in (49) could also look as follows:

NP
/\

N’ XP
A /\
NP Ez X YP

ZP Ez

We chose to follow a standard X-bar schema for ease of exposiGenerally LFG allows a fairly free nomenclature and
branching of c-structures. This is because the functiorfatination is represented at f-structure, not c-structlites c-structure
is meant to capture linear order and the hierarchical aenawegt of constituents.
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(49) Recursive Version of (49c)
EzP

/\

EZ EzP

/\/\

NP Ez Ez XP

A

XP Ez

Another possibility is the structure in (48b). This couldyplout as shown in (50) for a recursive
structure. In this structure, the first NP of teeafeconstruction is easily identifiable and thus easily
accessible for agreement and for a statement of the camsthait it has to be nominal. The modifier
is straightforwardly introduced by the ternary structumich includes theezafeas a sister (so no issue
with long distance dependencies) and the modifier XP/EzRidmel free to appear outside of tkeeafe
construction as constituent.

(50) Recursive Version of (48b)
EzP

/’\

NP Ez EzP

/’\
XP Ez XP

The same advantages and disadvantages are offered by vdBchhe exception that: 1) on the pos-
itive side theezafecan be interpreted as licensing the XP modifier in its compl@nposition; 2) on the
negative side it is harder to see how the modifier XP could @it @nstituent independently of taeafe
i.e. property 5 is not accounted for well (but then, it is asweclear to us whether it is still part of the
modern language).

(51) Recursive Version of (48a)

EzP
/\
NP EZ
/\
Ez EzP
/\
XP EZ
A
Ez XP

Given the data adduced for Urdizafeso far, the structures in (48a) and (48b) are thus both viable
options. (48a) assumes that #gmafeforms a constituent with the complement it introduces aisldbuld
be motivated by its historical source as a relative claud8b) in contrast, has the structure typical for
coordinations in LFG. If one sawzafeas a kind of coordinator or linker, rather than the licendea o
complement, then (48b) would be more appropriate.

For the purposes of this paper, we remain agnostic betweda) éhd (48b). Both illustrate the same
point with respect to the prosody, which we discuss in the segtion. Before discussing the prosodic
analysis, however, we here briefly respond to a request bigwevs to situate the syntactic analysis of
Urdu ezafewith respect to recent proposals for Persian/Irardaafeby den Dikken and Singhapreecha
(2004), Larson and Yamakido (2008) and Larson (2010).

den Dikken and Singhapreecha (2004) posit an analysRredicate Inversiorfor several types of
of-phrases across languages. They argue that the variogsriaBt be analyzed as linkers that are inserted
when a small clause is inverted due to information-strattdemands. The word order effect of this
inversion is then undone due to remnant movement. Theydedin analysis of Persi@zafe Extending
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their analysis to Urdu, the derivation for a simple examplauld be: 1) Small clausse: [NP AP]; 2)
Predicate Inversion triggered by informational strudtum@eds and giving rise to topic/focus structure:
[AP ezafe NP]; 3) Remnant Movement (plus head movemerdzafg: NP ezafe AP. However, den
Dikken and Singhapreecha (2004) provide no evidence foimtloemational structural effect triggering
Predicate Inversion in Persian. That is, there is no evigléhat the topic/focus readings they associate
with Predicate Inversion exist at all in Persian. We alsancaifind any evidence for them with respect
to Urdu ezafeand are furthermore troubled by the fact that there is noineerted version of the ezafe
construction, as one would expect given the proposed dieriva

In contrast, Larson and Yamakido (2008) analyze Persiafieas a case marker that functions like a
“generalized genitive preposition” within the DP. They &dkeir argumentation and data on Samaiian’s
(1994) original proposal thazafeshould be understood as a type of case marker. However, 8amve
(2007) adduces new data which argues against Samaiiai@d)Ybéiginal conclusion and Samvelian dis-
misses the case marker theory as untenable. Samveliarés isapot cited by Larson and Yamakido so
presumably they were not aware of this work.

Under Larson and Yamakido’s (2008) analysizafeis used to license modifiers in their base position
within a DP. As already mentioned, Larson and Yamakido asatheezafeas forming an XP with its
complement, but also recognize its status as a clitic whiiticizes to an element to its left. We find
Larson and Yamakido’s analysis interesting, but to be cwad by it, we would need to see how the
analysis ofezafeas a case marker fits in with an analysis of the Persian catarsgs a whole and with
respect to the Persian nominal genitive in particular. darand Yamakido also do not discuss how the
indefinite Persian morphemeis dealt with within the structure of the proposed DP, norgdibdecome
clear how quantifiers, etc. are dealt with within the reargizafe DP structure.

We also find Larson’s (2010) proposal that Chindsde analyzed as a type of “reverse ezafe” very
interesting. Larson (2010) and Larson and Yamakido (20€8) @& connection between the expression of
Persiarezafe Chinesaleand Englistof and possessive. We agree that there is presumably a connection,
but also believe that the similarity lies not in Chinelsand Persiaezafebeing case licensers/markers, but
in the expression of vague relations between two entitigeieral. Urdu (and Persian) do not contain the
verb ‘have’ nor does Urdu make much use of compounding, anakbvice to express a range of relations
between two elements, among them possession. A crosdtitgetudy exploring the use of genitives,
ezafetype markers, the presence or absence of ‘have’ and theigtieitly of compounding should prove
to be instructive and should be able to take Larson’s contiparaork further (cf. also the ideas of Ritter
and Rosen (1997), Belvin and den Dikken (1997), Harley (1988Englishhaveas a generalized linker).

In sum, we see no evidence in Urdu for fAeedicate Inversioranalysis proposed by den Dikken and
Singhapreecha (2004) and, as was shown in the paper, cakingnandezafedisplay a very different
morphosyntactic distribution in Urdu, rendering Larsopfeposal that thezafeshould be analyzed as
a type of case marker implausible. We believe #mdfedoes function as a type of linker between two
entities. How this kind of vague linking relation expres$gcezafefits into the larger typology of linking
by nominal genitives, ‘have’, or compounding remains to etermined.

6.3 Prosody

In a phrase like (43), namellgkunut e pakistanthe intonational break is after tlegafeand never before
it. Furthermore, as shown in section 5.2.5, nothing camietee betwen thezafeand the head noun. We
therefore conclude that trezafeis prosodically attached to the word on its left. In the poergi section,
we settled on two possible syntactic structures for Usdafe Neither of these structures groups #mafe
together with its head in a constituent and we are thus fadbdan misalignment between the syntax and
the prosody of thezafeconstruction.

However, given LFG’s modular architecture, we are not fdrtealign prosodic and syntactic con-
stituency. Rather, a modular architecture expects midreatacross modules. In our implementation, we
assume that major syntactic phrases generally correspgm@dsodic)-phrases. This is in line with most
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algorithms assumed for a mapping between syntax and prdsogly see Selkirk 1995b). Elements like
ezafe which cannot form an independent p(rosodic)-word, mustide onto a host element. Thezafes
an enclitic and cliticizes to a host to its left.

In our implementation, we follow Butt and King’s (1998) drigl proposal for integrating a p(rosodic)-
structure into standard LFG. The p-structure is systeraliticelated to the c-structure representation, but
the prosodic constituency is allowed to systematicallfedifrom the syntactic constituency.

Neither of the syntactic representations discussed pelitin section 6.2 group thezafewith the head
in the syntactic representation. However, in terms of pi@soonstituency, thezafeis grouped together
with the head, which is its prosodic host. This is shown iruFég21# As can be seen, the construction is
analyzed as a prosodic phrase which consists of two prosaatids: pakistanandhskumat ‘government’.
The ezafe being a prosodically deficient clitic, is not an indeperndemsodic word $-wORD). At p-
structure, it is only registered asl[-FORM ezafe ], wherecL stands for “clitic” and is encoded as having
been incorporated into the domain of thevOoRD hukurmat. The basic prosodic bracketing, represented
by Figure 2 is also illustrated in (52) via the more usual fafhprosodic bracketing.

[ {1 [CL-FORM ezafe, DOMAIN P-WORD, P-FORM hukUmat-]} }

[ {21[POMAIN P-WORD, P-FORM pAkistar} ]

110|107 |DOMAIN P-PHRASE

Figure 2:p-structure analysis dfukunut e pakistan

(52) ((hvkumat),, e), (pakistan)),,

We have now successfully modelled all the properties ofttefeconstruction and conclude that the
analysis in terms of the independent modules of morpholtgy ihcludes lexical phonological processes),
syntax and postlexical prosody provide exactly the rightits for Urduezafe

Under our analysis, Urdezafecan be considered to be a phrasal affix in the sense of Andersoat
it is a clitic which attaches to phrases, whose function @agous to that played by morphological affixes
and whose distribution is constrained. Most importantprosodic properties are dealt with postlexically
and not in the morphological component. This stands in eshto Samvelian’s idea that phrasal affixes
be dealt with within a morphological component.

7 Conclusion

In our paper we have described two possessive construdtiddsdu. One is a genitive which is formed
with a case marker that, unlike the other case markers in,Umflacts for number and gender. The other
is anezafeconstruction borrowed into Urdu from Persian. The two cartstons differ in that the genitive
respects the usual head-final pattern of the language Wiglezafedisplays a head-initial pattern. The
genitive case marker is contained in a constituent/unit e word to its left with respect to both syntax
and prosody. The better syntactic analyses okttedeconstructions, on the other hand, show a mismatch
between prosody and syntax: whieafeincorporates prosodically into the word on its left, it does
simultaneously need to form a syntactic constituent with it

We argued that both the genitive case marker anceadeshould be analyed as clitics and that the
properties okzafecan be modelled straightforwardly within LFG’s modulartatecture without needing
to fall back on an otherwise unmotivated analysis by whezhfeis introduced as a morphological affix

¥The structure is shown here exactly as it is produced by aupetational implementation. Capital letters in the Urdudso
signal long vowels, the numbers are a grammar internal lemyiikg device and refer to the corresponding nodes at ctigieu
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in the morphological component. The prosodic clitic prajesrof both the genitive marker aratafe
are modelled postlexically at p(rosodic)-structure, tisgntactic properties are modelled at c(onstituent)-
structure and f(unctional)-structure.

This analysis contrasts with the analysis proposed by Skenvé007) for Persiamzafe She sees
ezafeas aphrasal affixthat is generated within the morphology but attaches toggisaWe argued against
her analysis oézafe contending that the Persian data is compatible with a vigReosianezafeas a clitic
whose prosodic properties are due to postlexical phonology

Indeed, our analysis is closer to the original formulatigrAmderson (1992), who sees a phrasal affix
as a clitic whose prosodic distribution is handled postiaty. For him the “affix” part of phrasal affix
encodes his idea that the distribution and function of molqjical affixes is mirrored by the distribution
and function of some clitics, which he sees as the “morphotifgphrases”. This morphology of phrases
also includes phenomena like the English possessivéhich is generated postlexically under his analysis.
The notion of phrasal affixes as elements with special stintdistribution and a function that is analogous
to that played by morphological affixes works well with oudenstanding of the Urdu possessive clitics.

In closing, we note that what Anderson’s idea of phrasal edfiglso seems to be pointing to is a
diachronic process whereby today’s clitics generally temeénd up being the morphological affixes of
tomorrow. Thus, his analogy between the morphology of wardsthe morphology of phrases appears to
really be about a diachronic relationship.
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