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Hands-On

• We	can	work	with:
• Self	Organizing	Maps	for	Pitch	Contour	Analysis
• Diachronic	Visualization	of	Language	Properties
• Cluster	Visualization
• The	WALS	Explorer
• DoubleTreeJS/KWIC

• In	the	following,	we	explain:
• how	to	work	with	them
• type	of	data	needed

• Also	pointers	to	further	sites
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Self Organizing Maps for Pitch 
Contour Analysis
Analyzing	Spoken	Data
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SOM – Starting the Tool

• All	material	(software	and	data)	is	contained	in	the	“prosomvis”	folder

• Double-Click	the	prosomvis-Jar	file
• prosomvis-1.0.0-SNAPSHOT-jar-with-dependencies.jar
• The	App	should	start
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SOM– Loading Data
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1.	Click	on	the	Button
and	load	a	data	file

2.	You	may	inspect	
the	loaded	data

3.	Finally	switch	to	the	
config tab



SOM– Configuration (Simple)
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1. Select	the	Vector	that		shall	
be	analyzed	

(For	the	sumimasen dataset	a	
preprocessed	vector	is	included)

2.	If	no	preprocessed	vector	is	
detected,	further	preprocessings
have	to	be	applied

3.	A	data	filter	may	be	applied
e.g.,	utterance=“sumimasen”
Note,	data	may	be	filtered	during	
the	analysis	process	as	well

4.	Set	the	SOM	dimensions.	Feel	
free	to	try	different	ones

5.	The	SOM	training	may	be	
“long”	or	“short”
Suggestion:	Try	short	first	
and	switch	to	a	longer	
training	to	confirm		a	
concrete	hypothesis

6.	Finally	launch	the	SOM



SOM Training – Just Watch
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Observe	the	distance	bars

Observe	the	changing	cells	
(contours,	background)



SOM Visualization - Configuration
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3.)	Once	an	attribute	has	been	
selected	(1.)),	a	separate	heatmap
may	be	opened	for	each	attribute	
value.	Try	out	different	
normalization	techniques

1.)	Add/remove	attributes	to	be	
visualized.	E.g.,	“utterance”	or	
“ns”	(Hint:	Start	with	only	one	
attribute)

2.)	Try	out	different	grid	and	cell	
visualizations	(if	the	checkboxes	
do	not	work	use	the	update	
button)

4.)	A	subsequent	 SOM	may	be	
trained	with	the	remaining	data	
items



SOM Visualization – Data Filtering & Grid Interaction
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1.)	Select	an	attribute	to	exclude	
it	for	the	next	SOM	training 2.)	Right	click	on	a	cell	to	open	

the	contect menue (cells	may	
be	deleted	or	pinned)

3.)	Cells	may	be	drag	&	
dropped (moved)	&	pinned

4.)	Choose	another	color	(click	on	
the	Color	cell)	



SOM - History
10

1.)	Click	on	the	SOMs	to	bring	
them	to	the	front	of	the	screen



Some Hints - I

• Sumimasen_Entschuldigung
• Data	set	contains	recorded	utterances	“sumimasen”	(JP)	&	“entschuldigung”	
(GER)	[-->	Excuse	me]

• German	and		Japanese	speakers	and	learners	(L1,	L2)
• Dataset	is	well	preprocessed	and	needs	no	further	configuration

• Visualize	the	whole	dataset	(select	the	utterance	attribute)
• Filter	out	the	“Entschuldigung”	Utterances	(in	the	1st SOM)
• Visualize	the	different	speaker	nationalities	(”ns”	attribute)
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Sumimasen - Example
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• Example:	
• Analysis	of	Pitch	Contours	via	Self-Organizing	Maps
• in	combination	with	Visual	Analytics

• Data
• Japanese	vs.	German	‘sorry’
• Japanese	pitch	contour	always	has	a	fall
• Germans	can	vary	according	to	pragmatic	intent
• Recorded	German	and	Japanese	natives	
• vs.	learners	of	German	and	Japanese	(beginners/advanced)
• learners	of	Japanese	were	German	and	vice	versa



Some Hints

• Beat	the	tunes
• Data	set	of	recorded	non-sense	words	of	Japanese	and	German	speakers
• A	lot	of	meta-data	is	contained
• Data	set	is	not	preprocessed

• Try	out	different	preprocessings
• Visualize	the	whole	dataset	(select	the	“pitch”	attribute)
• Filter	out	the	“HH”	Utterances	(in	the	1st SOM)
• Train	another	SOM	(based	on	the	1st SOM)	that	filters	out	the	“HL”
• Analyze	the	different	dialects/segments/speakers	(use	the	heatmaps)
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Diachronic Visualization of Text 
Properties/Icelandic
Analyzing	Language	Change	Based	on	Feature	Occurrences
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Diachronic Visualization of Text Properties/Icelandic

• You	are	provided	with	two	tools	for	analyzing	the	the annotated 
diachronic corpus of Icelandic (IcePaHC). 

• Two Questions so far:
• When does V1 in Icelandic Occur?
• What governs the appearance of dative subjects. 

• Two	Tools
• icelandicV1	– Jar
• Icelandic_dative-Jar

• Dataset	is	the	same	(data/text/)
• Derived	Features/Properties	(extracted	sentences)	are	different
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Check out the data
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• Navigate into the data folder
• Take a look at the raw texts
• And the extracted language properties



Starting the Visualization

• To	start	the	tools,	just	double	click	on	the	JAR-files
• icelandic-1.0-SNAPSHOT-jar-with-dependencies.ja
• dative-1.0-SNAPSHOT-jar-with-dependencies.jar
• (Two	separate	folders)

• A	Window	should	open

• Enlarge	the	window,	and	start	your	analysis
• Zoom	(mouse	wheel)
• Pan/Navigate
• Details	on	Demand	(tooltips)
• Further	interaction	are	described	on	top	of	the	genres	(for	dative	vis)
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V1 in Icelandic
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Pronoun

Def. Noun

Indef. Noun

BE DO HV MD RD VB

1150 1210 2008

Timeline

Text length & V1 occurrences

PRO

EXP

Factors identified by linguists as being relevant to V1 in Icelandic



Dative in Icelandic – Expand/Fold
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Expand/Fold	Voice Expand/Fold	Voice

Expand/Fold	Feature

Expand/Fold	Feature

Sentence	Bar

Tick-Mark

Active

Passive

Middle

EXPR

HAPPST

MOD PSY

BOT

EX SEND

CONC

SOC PUT

COMM

PRED

MEASMOT COP

COS PERM

ASP

• Press	“e”	or	“t”	to	expand/fold	the	text	nodes
• Clicking	on	the	texts	is	also	possible



Dative in Icelandic – Layout (Press “l”)
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Dative in Icelandic – Interactive Tick-Marks

• Press	“d”	to	disable	the	tooltips
• Press	“l”	to	change	the	layout
• Hover	over	a	glyph	to	activate	its	tick	marks
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Hints – It is a Research Prototype!

• If	the	program	hangs		(only	white	space	is	shown)
• àJust	restart	the	app	(open	a	new	window)	

• Task Suggestion
• Work with the software as is. 
• Think critically about the visualization/interactive possibilities.
• See if you can identify patterns from the visualization without 

necessarily knowing anything about Icelandic or the phenomenon (we 
could). 
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Cluster Visualization
Various	Perspectives	on	Data

23

Andreas	Lamprecht,	Annette	Hautli,	Christian	Rohrdantz,	Tina	Bögel.	2013.	A	Visual	Analytics	System	for	Cluster	Exploration.	In	Proceedings	of	the	51st	Annual	Meeting	of	
the	Association	for	Computational	 Linguistics,	System	Demo,	109–114,	Sofia,	Bulgaria.



Cluster Visualization

• Automatic clustering methods are increasingly being used by a wide range 
of linguists. 

• However, it is often hard to understand what the clustering method is doing.
• And it is hard to interact with it. 
• The following presents an interactive, flexible visual analytic approach to 

clustering information.
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Lamprecht, Andreas, Hautli, Annette, Rohrdantz, Christian and Tina Bögel. 2013. 'A Visual Analytics System for Cluster Exploration'. 
In Proceedings of ACL 2014 , 109-114, Sofia, Bulgaria



Cluster Visualization

• So far allows for standard k-means or GVM clustering.
• Important Note:  the visualization adds the visual and interactive 

component – it does not improve on the statistical approaches per se.
• Each data point is represented by a dot. 
• The user can specify the amount of clusters desired. 
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Sample	Visualization
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Glyphs in the Cluster Visualization

• Glyphs are combinations of symbols that are defined to have a certain 
meaning. 

• Data objects in the visualization can be presented either as circles, 
normal glyphs or star glyphs.

• Circles: Every items (e.g. a noun or a verb) represented by a colored circle
• Normal glyphs: Relative bigram frequencies mapped onto the length of arcs 

(ordered clock-wise around the center beginning in north position)
• Star glyphs: Extension of normal glyphs, ends of arcs are connected to form a 

“star". 
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Glyphs in the Cluster Visualization

• The data shown here is that from the N-V complex predicates case study. 
• There are four light verbs (kar ‘do’, ho ‘be’, hu ‘become’ and rakh ‘put’).
• The numbers show the frequency with which they appear with a given noun – the 

data point represented by the dot.  



29• Overplotting is a problem when the data set becomes large or when the data 
points are very similar to one another. 

• Several strategies to handle this interactively:
• change transparency of objects

• reposition data objects

• scale data objects



• You are provided with a Java program in class. 
• The software is still under development, so if you want to use it for 

purposes outside of this class, please contact Miriam. 
• It should start by just clicking on it. 
• There is a Readme file to guide you through what needs to be 

done. 
• There is also an extensive handbook in PDF format. 
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Cluster Visualization



Data:
• The data needs to be in a txt file. 
• The data points need to be separated by a symbol (e.g. “,”)
• We have provided sample data from our work on Urdu 

• Motion verbs courtesy of Annette Hautli – this seems to be broken on my version.
• Urdu N-V complex predicates 

• We have also provided some data based on Levin’s verb classes (levin-
classes.txt). 

• Feel free to add to this data as you wish.  
• Some information on Levin’s verb classes is provided in levin-verbs-

lawler.txt. 
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Cluster Visualization



Task/Interaction Suggestion:  
• work with the Urdu motion verbs or the Levin verb classes file to get a feel 

for the visualization
• experiment with different numbers of clusters
• experiment with different visualizations of the data points (glyphs, star 

glyphs)
• the Levin verb classes file contains three errors (three verbs contain wrong 

information)
• see if you can spot that via the visualization

• think critically about the visualization and the interactive possibilities 
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Cluster Visualization



Task/Interaction Suggestion:  
• enter your own data into a file by using the existing ones as a model
• you need to think about how to encode your data so that the system can 

compute with it
• Example: you may be interested in properties like whether a noun takes a 

certain case marker
• Noun1:  accusative, instrumental
• Noun2:  accusative, no instrumental 

• this can be encoded as:  
NounType, accusative, instrumental
Noun1, 1, 1
Noun2, 1, 0 
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Cluster Visualization



ClusterVis	without	verbs

• Idea:	Sometimes we can use visualizationswith data other than what they were
originally designed for.

• Example:	ClusterViswas	designed to analyse properties of verbs,	but	it can be used
to analyze any similarly encodedproperties,	nomatter	what those properties are for.

• To try:	bierce-freq.txt and bierce-freq-2.txt	contain information about letters that
Ambrose	Bierce	wrote.	The	features include things like the number of pronouns(PP),	
and the number of words longer than 6	characters.	Are	there any clusters?	If so,	can
you interpret them?	(The	data originally are from Chris	Culy and we don't know the
answers....)



The WALS Sunburst Explorer
Visualization	of	Typological	Patterns
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• The WALS Explorer can be accessed on-line:
• http://th-mayer.de/wals/

• You cannot use your own data here.
• It is meant for an exploration of the World Atlas of Language 

Structure (http://wals.info).
• Task/Interaction Suggestion:  

• pick a phenomenon you are interested in 
• see what you can find out about it
• think critically about the visualization and the interactive possibilities 
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WALS Explorer



DoubleTree
Visualizations	by	Chris	Culy
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Chris	Culy has designed a	number of visualization possibilities

• http://linguistics.chrisculy.net/lx/software/
• You can either download theseor use them on-line

Suggestions:	
Explore the examples providedwith the visualizations

• What are advantages/disadvantages of each?
• Whatwould you like them to do	that they can't?

• If you have tagged data available,	try your own.	

Exploring Texts



Some Further Available Visualization Tools/Ideas

• http://magic-table.googlecode.com/svn/trunk/magic-
table/google_visualisation/example_1.html

• http://www.eurac.edu/en/research/autonomies/commul/projects/Pa
ges/Linfovis/programs.aspx

• http://www.knime.org/



Exploring bigrams with MagicTable
Medium-advanced: basic programming
http://magic-table.googlecode.com/svn/trunk/magic-table/google_visualisation/example_1.html

• Use the MagicTable visualization fromGoogle	charts to look at bigram
co-occurrences

• cell row,column is for the bigram:	row column

• Data:	
• maybe look at POS	tag	bigrams
• have to count and normalize


