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ABSTRACT

This paper introduces a new, computationally
implemented end-to-end system for German that
takes a speech signal as input, interprets the
phonetic data in phonological/prosodic terms, and
makes the results available to a linguistically deep
computational grammar. The grammar uses the
provided information to disambiguate syntactically
ambiguous structures, thus reducing overgeneration.
A system evaluation showed promising results for
this new combination of automatic speech signal
analysis and computational grammars, which is a
significant step towards a fine-grained linguistic
analysis including all grammar modules and hence
towards real automatic speech understanding.

Keywords: German, syntactic ambiguities, end-to-
end system, automatic speech understanding

1. INTRODUCTION

Systems that allow for automatic speech recognition
(ASR) and the identification of prosodic events
are often used in phonetic and prosodic research
(see, e.g., [1]). For research on German, MAUS
[2, 3] is frequently utilized to automatically annotate
segments and words. For the identification of
prosodic events (e.g., accents or boundaries),
available systems include the Prosodizer, which
assigns pitch accents and boundary tones during
speech recognition and synthesis [4, 5], and the
prosody module of the Verbmobil system, which
integrates word-based annotation and classification
of boundaries and accents for German dialogues
[6]. [7] trained a number of classifiers on acoustic,
phonological, and basic morphosyntactic attributes
of German reaching recognition accuracy rates of up
to 86% for the occurrence of accents, and 93% for
the occurrence of larger boundaries.

Concerning speech synthesis, these approaches
went beyond the sole interpretation of acoustic cues
and additionally included basic morphosyntactic
information (e.g., part-of-speech tags). As this was
found to considerably improve accuracy rates, it
can be deduced that the algorithms would benefit

even more if a fine-grained linguistic analysis of
the underlying string were available in the form
of syntactic or semantic representations. This
information could in turn be associated with specific
prosodic events (e.g., grouping or focus). The same
is true for ASR which would benefit greatly from the
inclusion of deep linguistic information, to allow for
real automatic speech understanding (ASU).

While linguistically deep computational
grammars (CGs) are available for text-based
input and for a number of frameworks (a.o., LFG
[8], HPSG [9]), these grammars are unable to
process spoken language. As such, these CGs
would profit considerably if prosodic information
was available for linguistic interpretation.

This paper introduces a new system that bridges
the gap between the automatic recognition of
prosodic events on the one hand, and CGs
on the other. The implementation includes a
representation of the speech signal in phonetic
and phonological/prosodic terms, where the latter
categorical representation enables the CGs to
prosodically disambiguate syntactically ambiguous
structures. As a consequence, the CG is able
to return the correct and linguistically fine-grained
representation and thus takes a huge step towards
real automatic speech understanding.

2. THE DATA

In the following syntactically ambiguous German
sentence, the NP2 (der Freundin ‘the friend’) can
either be part of a genitive structure (meaning a) or
constitute a separate dative argument (meaning b).

(1) Sie sahen, dass [der Partner]NP1
They saw that the.MASC.NOM partner

[der Freundin]NP2 fehlte
the.FEM.GEN/DAT friend was.missing

a) “They saw that the friend’s partner was missing.”
b) “They saw that the friend missed the partner.”

Such syntactically ambiguous structures result in
overgeneration, i.e., the CG returns several possible
solutions (Figure 1).



Figure 1: Two syntactic trees resulting from
example (1): Genitive structure on the left, dative
structure on the right.

These structures can be disambiguated by means
of prosody [10] and several studies have shown
this to be true for German as well [11, 12]. In a
production experiment, [13] showed that speakers
place a prosodic phrase boundary between the two
NPs in the dative structure in (1), but not in the
genitive. Acoustic indicators for the boundary
included the lengthening of the last syllable of the
first NP (p < 0.01), a rise with a following reset in
F0 (p < 0.01), and occasionally a pause (p < 0.05)
between the two NPs in the dative structure.

3. THEORETICAL ANALYSIS

The implementation presented here is couched
within the (generative, nontransformational)
framework of Lexical-Functional Grammar (LFG)
[14, 15]. The modular architecture of LFG
proposes different representative structures for
separate linguistic aspects (e.g., trees for syntax,
see Figure 1), which constrain each other through
mathematically well-defined functions. LFG comes
with XLE, a state-of-the-art grammar development
platform [16, 17], which allows researchers to build
industrial strength CGs covering a wide range of
languages.1 However, while these grammars are
well-established for syntactic and semantic analyses
of texts, they have so far been unable to process
spoken language.

This paper follows the theoretical approach to
the interface proposed in [18, 13] which discusses
the integration of speech signal information into
the overall grammar, and develops a representation
of the phonetic and prosodic information: the
p-diagram, a syllable-based representation of the
speech signal over time. The prosodic information
provided in the p-diagram can subsequently be
processed by other modules (e.g., syntax or
semantics), thus allowing for a deep linguistic
analysis. Under this approach, the input to the
grammar consists of a speech signal annotated with
syllables. In a first step, each of these syllables
receives a vector which, in addition to the related
segments, encodes acoustic information relevant to

this syllable, e.g., duration or mean F0. This
information is stored at the signal level in the p-
diagram. Figure 2 shows the p-diagram fragment for
the six syllables related to the string der Partner der
Freundin (ex. (1)), where, e.g., the vector for the first
syllable of partner has the index S2, the segments
[pa6t] (in SAMPA [19]), the syllable length (0.25s),
and a mean F0 value (181Hz) at the signal level
(lower part of Figure 2).

Figure 2: The p-diagram’s signal level and
interpretation level for der Partner der Freundin
(example (1))

Based on this initial (phonetic) information from
the speech signal, a categorical (phonological)
interpretation level can be derived and added to
the p-diagram (upper part of Figure 2), which
can include, e.g., differences between adjacent
semitones, prosodic phrase boundaries, or a
(G)ToBI annotation. For example, a strong rise in F0
and a following drop (S2–S4) and a comparatively
long duration on the last (unstressed) syllable of
Partner (as seen at S3: [n6]) are strong indicators for
a phonological phrase boundary and also justify an
L*+H accent. As a result, PHRASING = )ϕ is added
to the syllable’s vector at the interpretation level and
the L*+H accent is distributed over the associated
syllables for the GTOBI attribute.

While the p-diagram representation was
developed with regard to LFG, it is an encapsulated
representation that can be plugged into any modular
framework. It is furthermore very adaptable: It
could be based on segments or could include any
other attribute of interest (e.g., intensity or F1−3).
The advantage of the p-diagram is that it allows
for a compact and formal representation in terms
of ordered vectors with attributes and associated
values which makes it accessible to other modules
of grammar (see [18] for formal details).

4. COMPUTATIONAL IMPLEMENTATION

The computational implementation follows the
theoretical approach to the interface between signal
and grammar, as presented in the previous section.
Its accuracy is demonstrated by prosodically
disambiguating syntactic structures as given in (1).



4.1. Information extraction and preparation

Input to the implementation is a speech signal
annotated with (SAMPA) syllables in Praat [20].2 In
a first step, a Praat script extracts information that
is relevant for the p-diagram’s signal level (Fig. 2):
segments, duration, and the mean F0-value for each
syllable vector.

For a more fine-grained analysis of the pitch,
the script divides each syllable into five even-
spaced subintervals, takes the mean F0-values of
each subinterval and turns the values into semitones,
thus effectively normalizing duration and pitch.
Each subinterval is also tagged for position within
the syllable, either as central or as preceding or
following a syllable boundary.

4.2. Interpreting the pitch

In a second step, the raw values from the speech
signal are interpreted in terms of categories in order
for them to become ‘meaningful’ for other modules
of grammar. In addition to the semitones and the
differences between these semitones indicating falls
and rises, the implementation also uses residuals
of a linear regression calculated based on the pitch
values of a given speech signal. The residuals return
the distance each value has from this line and are
thus a good measure to describe deviations from
the average while at the same time including the
tendency of the signal’s general pitch contour.

Taken together, semitones and residuals allow for
the detection of deviations from the norm in the
signal, i.e., maximums (H) and minimums (L). To
avoid microprosodic effects, the distance between
any Hs and Ls has to consist of at least one syllable.
Slopes to and from a H/L tone are calculated based
on a ratio between the semitones of adjacent Ls and
Hs and the distance (the number of subintervals) that
lies between them. The resulting values indicate
whether the associated slopes are steep or flat.

In order to mark both categories, accent and slope,
in one representation, the following system was
devised, where each level of L or H is characterised
by a particular height and shape of the slopes leading
to it (lead) and following it (tail).

Cat. Max/Min lead tail
H4/L4 Max/Min steep steep
H3/L3 Max/Min steep flat
H2/L2 Max/Min flat steep
H1/L1 Max/Min normal flat

Table 1: (Part of the) system of pitch accents and
slopes in the computational implementation

H4 and L4 thus represent accents where the lead
and the tail show a strong rise/fall respectively,
while H1 and L1 have a relatively flat lead and
tail. L2/L3 and H2/H3 are positioned between
these two extremes, with each having a slightly
different shape depending on the slopes. These tone
values are stored in the interpretation level of the p-
diagram (Fig. 2), where they replace the traditional
GToBI values in order to facilitate (and simplify)
the automatic interpretation by other modules of the
grammar.

4.3. Matching against the lexicon

In order to acquire the correct syntactic string,
the syllable-based segmental string is matched
exhaustively against a lexicon which includes
phonological and morphosyntactic material in form
of a finite-state transducer [21]. Following [22],
the lexicon stores information on the individual
segments and the metrical frame, i.e., (in the case
of German) the number of syllables, lexical stress
and prosodic word status for each word in the
p(honological)-form. This p-form is associated with
a specific s(yntactic)-form which is then used for
the syntactic parse. Figure 3 shows the p-form and
s-form for the noun Freundin, a trochaic prosodic
word, and the determiner der, a single, prosodically
underspecified syllable.

s-form p-form
(↑ PRED) = ‘Freundin’ SEGMENTS /f R OY n d I n/
↑ NUM) = sg METR. FRM (′σσ )ω

(↑ GEND) = fem
(↑ PRED) = ‘der’ SEGMENTS /d e 6/
(↑ CASE) = {gen | dat} METR. FRM σ

Figure 3: (Simplified) lexical entries for der and
Freundin

Once the segmental string (de6.pa6t.n6.de6.
fROYn.dIn) is exhaustively matched against the
lexicon, the syntactic string (der Partner der
Freundin) becomes available for syntactic parsing.
In addition, the lexical p-form information can be
included in the p-diagram (e.g., information on
lexical stress or prosodic word/clitic status).

4.4. The p-diagram

Figure 4 shows an automatically created p-diagram
for the string der Partner der Freundin based
on a speech signal with a dative construction.
As discussed in Section 3, each vector includes
the segments, the duration, and the mean F0-
value for the associated syllable. The p-diagram
also includes the lexical p-form information by



Figure 4: P-diagram for a dative interpretation of the string der Partner der Freundin (‘the partner of the friend’)

indicating lexically stressed syllables with x and
by adding the prosodic unit information to the
attribute PROS_PHRASE (prosodic phrasing). While
each function word (dass, der) is indicated by an
underspecified syllable σ , the nouns’ prosodic word
status is indicated by the syllables within a set of
unmarked brackets: (σ σ ).

In a next step, the system then calculates different
high and low tones (see Section 4.2) and prosodic
phrase boundaries pp( )pp which can be determined
based on the acoustic cues reported in Section 2:
F0 movement, duration, and pauses. At this stage,
the placement of prosodic phrase boundaries was
only determined by F0 movement; the estimation
whether a particular syllable is longer or shorter
than expected is work in progress and will be added
shortly to the system.

Figure 4 shows that the system gives a fairly
accurate categorical representation of the speech
signal. Interesting points of debate are, e.g., the
question whether the low tone L2 associated with
vector 2 (GToBI: L*), which occurs just before the
syllable boundary, should be ‘moved’ to vector 3
where the syllable carries lexical stress, or whether
an additional attribute for ‘early’ or ‘late’ L/H tones
would be more useful.

4.5. Disambiguation

The syntactic string determined in Section 4.3. is
parsed with an LFG-CG for German and returns
the expected overgeneration as seen in Figure 1.
However, now that the information on prosodic
phrase boundaries is available via the p-diagram
the grammar is able to prosodically disambiguate
the syntactically ambiguous structure. For space
reasons, the interested reader is referred to [23] for
details of the syntactic implementation.

5. EVALUATION

In order to evaluate the implementation, the
recordings from [13] were used to create a ‘gold
standard’. In an online perception experiment, 32
native German speakers were asked to rate the

recordings from the production study on a scale
from one to five, where each endpoint corresponded
to a particular meaning (1 represented dative and 5
genitive case). All recordings were randomized and
assigned to different experimental lists. Participants
were asked to listen to each assigned recording
and to indicate which meaning they thought was
associated with the signal. Each sentence was rated
by at least two listeners. Only the sentences that
were correctly rated twice (i.e., where the case of
the produced sentence matched the case perceived
by the listeners) were included in the gold standard
and used for the evaluation.

The resulting 72 (59 dative, 13 genitive)
recordings were annotated with SAMPA syllables
and used as input for the complete implementation.
The system was able to determine the correct
syntactic structure (dative or genitive) in 55 cases
(76,4%) based on the occurrence or absence of a
prosodic phrase boundary after the first NP.

6. DISCUSSION AND CONCLUSION

This paper introduced a new end-to-end system,
which takes a speech signal annotated with syllables
as input, extracts the different acoustic cues,
and calculates pitch accents and prosodic phrase
boundaries based on this information. The
prosodic structure in the resulting representation
is used by a computational LFG-Grammar to
disambiguate syntactically ambiguous structures.
The implementation thus enables these formerly
text-only processing grammars to process spoken
language as well, and closes the gap between
automatic speech recognition and linguistically deep
computational grammars. As such, it takes a major
step towards real automatic speech understanding.

An initial evaluation of the German system
showed promising results which are expected
to improve even further once additional factors
(e.g., duration) are added to the interpretation.
Implementations in two further languages (English
and Urdu) with other crucial linguistic phenomena
at the interfaces are underway and are expected to
challenge and improve other aspects of the system.
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