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0.  Introduction 

[W]hat is called for is an open-mindedness to insights from whatever quarter 
[…] and a joint commitment to fight fair in the interests of deeper understand-
ing. To my mind, that’s what the game of science is about. (Jackendoff 2002: 
xiii) 
[T]he syntactocentric model […] was explicitly only an assumption, which 
quickly hardened into dogma and then became part of the unstated back-
ground. (Jackendoff 2003: 659) 

 

The linguist Ray Jackendoff never tires to call for open-mindedness and fairness in 

the heterogeneous area of research on the mental foundations of language. One of 

the approaches within this field claims that syntax, as regarded in linguistics à la 

Noam Chomsky, plays the central role in modeling the mental architecture of the 

human language faculty. According to Jackendoff, this conception has ‘hardened into 

dogma’ and thus is not amenable to any insights from other ‘quarters.’ To sharpen 

this claim, he invented the term ‘syntactocentrism’ and thereby suggests that this 

concept of generative grammar is more of an ideology, an ‘ism,’ than an approach 

that lends itself to participate in the open-minded ‘fights’ taking place in science. 

   In this thesis, I will explore to what extent this characterization is justified both by 

evaluating Jackendoff’s notion of syntactocentrism in light of recent models of main-

stream generative grammar and by asking what lessons can be learned from apply-

ing these recent conceptions to a specific phenomenon of German. 

   In chapter 1, in order to shed some light on the ‘unstated background’ Jackendoff 

refers to, I will ground the concept of syntactocentrism by outlining basic beliefs con-

cerning the mental architecture of the language faculty held at the time the concep-

tion of syntactocentrism was introduced. In doing so, I will present the general idea 

of this model and also clarify why many scholars, including Jackendoff, regard the 

early version of this conception as a reasonable view due to the historical context it 

emerged in. 

   In chapter 2, I will turn to Jackendoff’s claim that the syntactocentric view of 

grammar, although quite reasonable in the 1960s, is now obsolete and can only be 

adhered to by ignoring progress in both phonology and semantics. To examine this 

impression, I will survey the format of recent syntactocentrism by first looking at the 

changed conception of syntax and then turning to current approaches to phonology 

and semantics that are based on this concept. 
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   Chapter 3 deals with the different grammar models of syntactocentrism that Jack-

endoff discusses. It focuses on the recent shift from ‘representational’ to ‘deriva-

tional’ syntactocentrism. To outline this change, I will first illustrate the view of syntax 

as a mental entity enriched with different levels of representation. Then, in order to 

arrive at an overall picture of recent syntactocentrism, I will sketch how this model 

has been successively abandoned and replaced by a fairly-reduced conception of 

syntactic operations. 

   In chapter 4, I will turn to prominent theoretical alternatives to syntactocentrism 

and first concentrate on some basic ideas within the general movement of Cognitive 

Linguistics. Having illustrated this view, which contradicts mainstream generative 

grammar in many ways, I will look at Jackendoff’s own approach, the ‘Parallel Archi-

tecture,’ which can be regarded as an intermediate position between the two ex-

tremes of Cognitive Linguistics and syntactocentrism. In the final section of this 

chapter, I will reflect on the question whether there is any perspective of conver-

gence between syntactocentrism and its theoretical alternatives. 

   In chapter 5, based on this reflection, I will explore the conjecture that, once the 

consequences of recent derivational syntactocentrism are taken seriously, some of 

Jackendoff’s objections to this perspective on language disappear. To investigate 

this hypothesis, I will reduce the comparison of recent syntactocentrism and the Par-

allel Architecture to tractable size and thus focus on the analysis of one specific phe-

nomenon, namely the pragmatics of left-periphery-movement in German. In doing 

so, I will contrast the representational analysis of this phenomenon with a strong 

derivational account and then, based on the differences that emerge, compare this 

more recent derivational analysis with the conceptual underpinnings of accounting 

for this phenomenon within the framework of the Parallel Architecture. 

   Having thus exemplified recent syntactocentrism by outlining a concrete deriva-

tional analysis, chapter 6 addresses the remaining question whether there are points 

of convergence even between recent syntactocentrism and Cognitive Linguistics. 

Since in this case, in contrast to comparing syntactocentrism with the Parallel Archi-

tecture, there is less potential for convergence at the ‘microscopic,’ descriptive level, 

I will turn to more high-level issues and compare both approaches regarding the is-

sue of language evolution. To undertake this comparison, I will first sketch an ap-

proach to the evolutionary origins on language that is associated with the strong 

derivational view on syntactic computations exemplified in the context of left-
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periphery-movement in German. After that, I will illustrate an approach that concen-

trates on language as a communicative system and crucially rests on concepts of 

Cognitive Linguistics. Finally, I will compare these two approaches and look for 

points of convergence. 

   In chapter 7, I conclude by summarizing the main results of this thesis and by 

turning to the question whether these results vindicate the notion of syntactocentrism 

as used by Jackendoff. 

   Before I start with grounding the notion of syntactocentrism, let me add a cau-

tionary note. This thesis rests on the assumption that both syntactocentrism and its 

theoretical alternatives – be it the Parallel Architecture or Cognitive Linguistics – be-

long to one single paradigm within linguistics that investigates language as a mental 

entity. Since the issues addressed in this thesis inherently require an extensive dis-

cussion of concepts assumed within mainstream generative grammar, I ask those 

readers that are more committed to the non-generative alternatives to practice the 

open-mindedness mentioned at the outset of this introduction and to adopt the view 

that there is no litmus test to determine membership in the category of mentalist lin-

guistics. Rather, as with other categories, the different approaches, even if disagree-

ing in various respects, are connected by family resemblance – a concept well 

known in some branches of non-generative linguistics. Accordingly, looking into gen-

erative linguistics may promote an understanding of the category as a whole, even if 

only in the sense of sharpening one’s own account. 
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1.  Grounding Syntactocentrism 

Jackendoff has repeatedly pointed out that the “assumption of ‘syntactocentrism’ […] 

was never explicitly grounded” (Jackendoff 2003: 655), that is, according to him, this 

concept has been introduced without serious argument. And indeed, when Chomsky 

launched this special perspective on the mental architecture of the human language 

faculty in the late 1950s, it was a new approach and thus, as a matter of fact, explic-

itly marked as a tentative assumption. However, some crucial concepts underlying 

the syntactocentric view were anything but new. In order to approach the notion of 

syntactocentrism, let me first clarify the general framework this conception is situated 

in. 

   What was not entirely new and what Jackendoff himself has subscribed to over 

the years is the mentalist perspective on language resting on a “‘capital of ideas’ ac-

cumulated in the premodern period” (Chomsky 1966: 3). In his attempt to trace back 

the historical roots of this perspective, Chomsky especially refers to Descartes, who 

denied that the soul of animals were of the same kind as ours. According to Des-

cartes, this crucial difference between man and animal manifests itself most clearly 

in the fact that an animal “never […] arranges its speech in various ways […] in order 

to reply appropriately to everything that may be said in its presence, as even the 

lowest type of man can do” (Descartes 2003 [1637]: 38). Like Descartes in his reflec-

tion on human uniqueness, Chomsky places a premium on this capacity, to which he 

refers as the “‘creative aspect’ of ordinary language use” (Chomsky 1966: 4-5). To 

explore this aspect, adopting the mentalist view of Descartes, Chomsky assumes 

that a language user must have a mental capacity that enables this ‘creative aspect’ 

of language use. So, in contrast to the actual use of language in concrete situations, 

dubbed ‘performance,’ this mental capacity was referred to as ‘competence,’ as “the 

speaker-hearer’s knowledge of his language” (Chomsky 1965: 4). Whatever the pre-

cise nature and format of the distinction between competence and performance, 

many approaches since the ‘cognitive revolution,’ which was inaugurated in the late 

1950s, including Jackendoff’s own theory, are committed to the view “that it is essen-

tial to consider language as a cognitive (mental) system” (Goldberg 2006: 4). How-

ever, controversies emerge with the exact formulation of this ‘grammatical knowl-

edge.’ And here is where the notion of syntactocentrism comes into play. 
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   Chomsky conceived of the speaker’s knowledge as containing both a finite set of 

symbols, out of which sentences can be constructed, and a finite amount of combi-

natorial operations, a “system of rules that we can call the grammar of his language” 

(Chomsky 1964: 9, emphasis in the original). Assuming this general view of gram-

mar, Chomsky formulates the syntactocentric claim that “a grammar contains a syn-

tactic component, a semantic component, and a phonological component. The latter 

two are purely interpretive” (Chomsky 1965: 141). In retrospective, Jackendoff (2003: 

655) concedes that “[i]n 1965 this was a perfectly reasonable view” but only, as he 

goes on, in absence of any in-depth analysis of phonology and semantics. However, 

pace Jackendoff’s remarkable knowledge of this period, to me, it seems overdone to 

state that “[a]s for semantics, virtually nothing was known […] and […] the sound 

system of language had been regarded essentially as a sequence of speech sounds” 

(Jackendoff 2003: 655). 

   In this chapter, I will slightly amend Jackendoff’s statement by grounding the as-

sumption of syntactocentrism, not in the sense of providing the forceful arguments 

Jackendoff misses, but more in the sense of outlining basic beliefs, concerning the 

syntactic, the phonological, and the semantic components, held at the time when the 

conception of syntactocentrism has been introduced. Following Chomsky’s (1965) 

threefold definition of grammar given above, after introducing basic aspects of the 

syntactic component in section 1.1, I will turn to the phonological component and 

show in what sense it is regarded as ‘purely interpretive.’ Finally, in section 1.3, I will 

briefly sketch the early generative conception of the semantic component. 

 

 

1.1  The Syntactic Component 

In the early days of generative grammar, the focus was on the development of rule 

systems that possess the appropriate computational properties to account for the 

‘creative aspect’ of language use. These rule systems had to be finite, since the 

mental resources of humans are limited, but they still should capture the faculty of 

producing and understanding an indefinite number of sentences in an indefinite 

range of new situations, and thus, they should provide a formal account of the hu-

man capacity to “make infinite employment of finite means” (Humboldt 1999 [1836]: 

91). To formulate such rule systems, Chomsky followed Bar-Hillel (1953: 165), who 
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argues for „evaluation of [...] recent investigations on recursive definitions“ within 

empirical sciences such as linguistics. Accordingly, Chomsky (1957) discusses dif-

ferent finite rule systems that operate with recursive procedures, that is, with loop-

like devices that allow rules to apply to their own output (for an overview of Chom-

sky’s early discussion of adequate rule systems, see Lasnik 2000: 12-23). 

   The first computational device discussed by Chomsky is a finite-state machine. 

To understand this type of grammar, consider, for example, how this device ac-

counts for the following sentence (cf. Chomsky 1957: 19-20): 

 

(1)   The man comes. 

 

Using a finite-state machine to model the generation of sentences like (1), we can 

represent the grammar graphically in the form of a so-called ‘state diagram.’ In such 

a diagram, or ‘graph,’ the generation of a structure proceeds from an initial state to a 

final state in the direction of the arrows, where “[t]he ‘states’ are the junction points in 

the graph and the […] letters produced for a transition are given beside the corre-

sponding line” (Shannon & Weaver 1949: 15): 

 

(2)       the       man     comes 

 

 

In order to generate an infinite number of sentences, Chomsky extends this grammar 

by adding closed loops, as shown in (3): 

 

(3)       old 

   

         the       man     comes 

 

 

Due to this loop-like device that gives rise to recursion, the grammar can generate 

an infinite number of expressions like (4): 

 

(4)   The (old, old, old…) man comes. 
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However, Chomsky (1957: 21-25) argues that finite-state grammars are formally in-

capable of modeling natural languages like English because such rule systems can-

not account for so-called non-local dependencies. As a simple example of this cru-

cial aspect of natural languages, consider cases in which the subject of a sentence 

(indicated with ‘a’) and the verb (marked with ‘b’), though morpho-syntactically con-

nected by agreement, can be far away from each other, as in the case of the man 

and comes in (5): 

 

(5)   [The man]a [the dog]a [bit]b [comes]b. 

 

In addition to examples in which two as follow two bs, consider now the fact that 

natural languages allow for infinite embedding. That is, we can extend our structure 

(5) further by adding another sentence inside the sentence the dog bit, as shown in 

(6): 

 

(6)   [The man]a [the dog]a [the girl]a [loves]b [bit]b [comes]b. 

 

As should be clear from the illustration so far, center-embedded structures like (5) 

and (6) show the general property of “n occurrences of a followed by n occurrences 

of b and only these” (Chomsky 1957: 21). Crucially, a finite-state grammar cannot 

correspond to that property because it computes a sequence strictly local, that is, it 

only ‘knows’ what state it is currently in and what to do next. Consequently, it does 

not ‘know’ what states it has been in, let alone how many times it has been in some 

particular state. In other words, the finite-state grammar is ignorant of the number of 

as and bs it has already generated, and, therefore, it cannot ensure an equal number 

of as and bs. 

   To account for cases that cannot be described in terms of a finite-state grammar, 

Chomsky (1957: 26-33) discusses a rewrite-rule system. Adopting Chomsky’s nota-

tion, we can formulate the following rules to capture our example (1): 
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(7)   S → NP + VP        (S = Sentence; NP = Noun Phrase; VP = Verb Phrase) 

     NP → Det + N       (Det = Determiner) 

     VP → V 

  Det → the 

N → man 

     V → comes 

 

The rules given in (7) consist of one symbol on the left side, followed by an arrow 

(standing for ‘rewrite as’), followed by at least one symbol. After we have applied 

these rules to generate our sentence (1), the derivation of the sentence proceeds 

from step (i) to step (vi), as (8) spells out in detail. In particular, every step of the 

derivation consists of rewriting one symbol by another (sequence of) symbol(s). 

 

(8)   S 

     NP + VP             (i) 

     Det + N + VP         (ii) 

     Det + N + V          (iii) 

     the + N + V           (iv) 

     the + man + V        (v) 

     the + man + comes   (vi) 

 

Now, recall the more complex structures in (5) and (6). In order to account for these 

cases within a system of rewrite rules, we only have to replace the rule for NPs by a 

rule that reintroduces S, as shown in (9): 

 

(9)   NP → Det + N + S 

 

By reintroducing an abstract symbol like ‘S’ into the derivation, the rewrite-rule sys-

tem, like the finite-state grammar sketched above, contains a loop-like device and 

thus allows for recursion. Specifically, according to (9), the NP the man, containing a 

determiner and a noun, can be extended by a whole sentence (the dog bit). As this 

sentence contains its own NP (the dog), the rule given in (9) can apply again and 

thus extend the NP the dog by adding another sentence (the girl loves). Crucially 
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now, in contrast to the loop-like device of a finite-state machine mentioned above, 

the rewrite rules capture the long-distance dependencies of sentences like (5) and 

(6) by ensuring that the number of as corresponds to the number of bs. The essential 

difference lies in the use of non-terminal symbols like ‘S.’ A symbol like ‘S’ introduces 

as like the dog and bs like bit into the derivation simultaneously. Accordingly, unlike 

finite-state grammars, the rewrite-rule system, due to this simultaneous insertion, 

makes sure that it generates an equal number of as and bs, that is, in our case, an 

equal number of NPs and VPs. 

   Let us stop here. Of course, as noted by Chomsky (1957) himself, the rule system 

presented so far still cannot account for significant structural aspects of natural lan-

guages.1 However, this short illustration suffices to point out that rewrite rules, since 

they both allow for recursive embedding and capture aspects like non-local depend-

encies, can be regarded as the first formal approximation to a description of the 

‘creative aspect’ of human language within generative grammar. Having sketched 

this early conception of the syntactic component, we now possess the conceptual 

basis to turn to the syntactocentric claim that the semantic and phonological compo-

nents “play no part in the recursive generation of sentence structures” (Chomsky 

1965: 141), and, accordingly, they can be conceived of as merely interpreting the 

structures generated by the syntactic component. How exactly these two ‘purely in-

terpretive’ components were thought of at the time when Chomsky (1965) formulated 

this syntactocentric conception, is a topic I will address in the next two sections. Let 

me begin with the phonological component. 

 

 

1.2  The Phonological Component 

As we saw in the preceding section, the syntactic component, as conceived of in 

early generative linguistics, contains rewrite rules that both allow for an infinite range 

of expressions and account for structural relations, like discontinuous dependencies. 

Now, as in the case of the syntactic component, the generative perspective on the 

phonological component is also concerned with the ‘creative aspect’ of language 

                                                
1 Specifically, although rewrite rules can account for discontinuous dependencies, they do 

not capture so-called cross-serial dependencies. Discussing one example of this type of 
structural configurations, Chomsky (1957: 61-84) argues that an adequate grammar must 
not only contain rewrite rules but also certain transformational operations. 
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use. Specifically, just as the syntactic component aims at explaining the fact that 

speakers can form (an infinite number of) new sentences out of a finite amount of 

symbols and rules, theoretical accounts of the phonological component, as Chomsky 

et al. (1956: 79-80) point out, should provide a “simple explanation for the fact that 

native speakers can assign stress patterns to new utterances in a fairly consistent 

and uniform manner.” Chomsky et al. claim that the constituent organization 

phonological rules operate on correlates in many ways with the constituent structure 

generated by the syntactic component. By assuming this correlation, Chomsky et al. 

(1956: 78) emphasize that “[t]his correspondence leads to an overall simplification of 

the grammar of the language, since the constituent structure once stated can be 

made to serve a variety of functions.” To make this seminal formulation of a syntac-

tocentric perspective on the relation between syntax and phonology concrete, let me 

illustrate how this simplification, favored by generative linguistics, finds expression in 

the analysis of prosodic properties of sentences. 

   In their voluminous study of English sound structure, Chomsky & Halle (1968) are 

concerned with formulating specific rules of the phonological component and with the 

crucial question of how these rules are organized with respect to each other.2 In par-

ticular, following first suggestions of Chomsky et al. (1956), they propose a general 

principle for applying phonological rules: the “transformational cycle” (Chomsky & 

Halle 1968: 15). Before I will give an illustrative example of how exactly this principle 

applies, let me first clear up the terms ‘cycle’ and ‘transformational.’ The rules of the 

phonological component are understood to apply cyclically because they proceed 

step by step to different domains of applicability. In particular, a domain containing a 

subdomain can only be addressed by rules, when the rules have already applied to 

the subdomain. This ‘cycle’ is ‘transformational,’ inasmuch as the domains of appli-

cability are determined by the hierarchical phrase structure of a string rather than by 

the linear sequence of elementary symbols constituting the string. Accordingly, the 

attribute ‘transformational’ refers to Chomsky’s (1965: 89) notion of transformations 

according to which a “grammatical transformation is […] a rule that applies to 

Phrase-markers rather than to strings in the terminal and nonterminal vocabulary of 

                                                
2 It should be mentioned that Chomsky & Halle (1968) are primarily concerned with stress, 

merely one aspect of the phonological component. So, for instance, they omitted pitch 
from consideration, since, at that time, they were faced “with the still open question of the 
systematic role of pitch contours or levels within the general framework of syntactic and 
phonological theory as we […] understand it” (Chomsky & Halle 1968: ix). 
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the grammar.” So, to put it simply, phonological rules apply step by step to units of 

different levels of complexity, and the units they apply to are determined by the hier-

archy of phrase structure rather than by the linearity of symbols. 

   After having clarified terminology, let us now turn to some examples of 

phonological rule application given by Chomsky & Halle (1968: 16-23). As a first 

step, assume that the vowel receives primary stress in all monosyllables, as shown 

in (10), where ‘1’ stands for primary stress and the label ‘A’ for the lexical category 

‘adjective:’ 

 
          1 
(10)   [A black] 

 

As a next step, consider the following examples, in which the monosyllabic black is 

part of a more complex constituent. More specifically, in (11) it is part of the com-

pound noun (N) blackboard and in (12) it is part of the complex noun phrase (NP) 

black board. In a first step, the monosyllables in (11) and in (12), according to the 

rule mentioned above, receive primary stress on their vowels: 

 
             1         1 
(11)   [N [A black] [N board]] 

 
              1        1 
(12)   [NP [A black] [N board]] 

 

As (11) and (12) indicate, rules of the phonological component first apply, in accor-

dance with the principle of the ‘transformational cycle,’ to the smallest subdomains of 

a given string, in our case to the monosyllables black and board. However, since the 

theory proposed by Chomsky & Halle (1968) aims at a prosodic description of the 

whole compound blackboard and the whole NP black board, phonological rules do 

not stop here. Rather, Chomsky & Halle claim that the phonological rules to follow 

should eliminate syntactic structure that is not relevant for the linear dimension of 

phonology. In other words, the syntactic bracketing, accounting for the hierarchical 

dimension of sentences, must be deleted step by step. Therefore, after rule applica-

tion to the subdomains black and board, the innermost brackets are erased, as 

shown in (13) and (14): 
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          1       1 
(13)   [N black board] 

 
           1       1 
(14)   [NP black board] 

 

Chomsky & Halle postulate two different rules applying to cases like (13) and (14). In 

case of (13), the ‘Compound Rule’ “assigns primary stress to a primary-stressed 

vowel which is followed by another primary-stressed vowel in a noun” (Chomsky & 

Halle 1968: 17, emphasis in the original). On the other hand, in case of complex 

noun phrases like (14), the ‘Nuclear Stress Rule’ “assigns primary stress to a pri-

mary-stressed vowel which is preceded by another primary-stressed vowel in a noun 

phrase” (Chomsky & Halle 1968: 17, emphasis in the original). Applying these rules 

to the strings given in (13) and (14) results in the following representations, where ‘2’ 

indicates weakened stress: 

 

         1       2 
(15)  [N black board] 

 
          2       1 
(16)  [NP black board] 

 

As these examples show, the compound blackboard, with a falling stress contour (1-

2), is prosodically distinguished from the noun phrase black board, which shows a 

rising contour (2-1). Now, assuming the Compound Rule, the Nuclear Stress Rule, 

and the basic rule of assigning primary stress to vowels within monosyllables, the 

different stress contours of the even more complex constituents black board-eraser 

(‘board eraser that is black’) and blackboard eraser (‘eraser for a blackboard’) can be 

accounted for by the following derivations, in which rules are applied from step (i) to 

step (iii) in accordance with the transformational cycle. Let us first examine the deri-

vation of black board-eraser: 

 

(17)   [NP [A black] [N [N board] [N eraser]]] 

             1          1        1       (i) 

                       1        2       (ii) 

             2          1        3       (iii) 
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According to this representation, the rule application in the first cycle assigns primary 

stress (‘1’) to black, board, and eraser. While black and board only contain one 

vowel and primary stress can only go to that vowel, the word eraser is itself a com-

plex form containing three vowels. To capture such cases, Chomsky & Halle (1968) 

modify the rule for monosyllables mentioned above. In particular, they state that 

rules also apply cyclically within derivatives. In our case, with eraser consisting of the 

verb erase and the agentive affix -r, the rules first apply to erase. In such cases, as 

Chomsky & Halle (1968: 28-43) show, primary stress is placed on the final vowel. 

Since in monosyllables like black the only vowel is, of course, also the ‘final’ vowel, 

this rule holds true for both, for cases like black and for cases like eraser. After rule 

application has assigned primary stress to the final vowels of black, board, and 

eraser, the syntactic structure is reduced by erasing the innermost brackets, as 

shown in (18): 

 

(18)   [NP [A black] [N board eraser]] 

 

Consequently, the string under consideration in the second cycle, which is the next 

subdomain rules apply to, can be represented as follows: 

 
          1       1 
(19)   [N board eraser] 

 

In the second cycle, the Compound Rule assigns primary stress on board, since 

board is followed by another primary-stressed vowel in a noun. After the application 

of this rule, the erasing of innermost brackets concludes the second cycle, resulting 

in the string (20), which corresponds to step (ii) in (17): 

 

           1       1       2 
(20)   [NP black board eraser] 

 

Given this string, the Nuclear Stress Rule applies and assigns primary stress on 

board, since board is preceded by another primary-stressed vowel in a noun phrase. 

As a result, all other stresses are weakened by one and the last syntactic brackets 

are erased, as the final representation, correlating with step (iii) in (17), shows: 
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        2      1       3 
(21)   black board-eraser 

 

After having considered the derivation of the noun phrase black board-eraser, let us 

finally, for the sake of contrast, turn to the derivation of stress contour for the noun 

blackboard eraser, summarized in (22): 

 

(22)   [N [N [A black] [N board]] [N eraser]] 

              1        1         1       (i) 

              1        2                (ii) 

              1        3         2       (iii) 

 

While this derivation has the same first cycle as the derivation given in (17), the 

string under consideration in the second cycle – due to differences in syntactic 

bracketing – is the noun blackboard rather than the noun board-eraser. So, the 

Compound Rule applies, assigning primary stress on black, since black is followed 

by another primary-stressed vowel in a noun. Thus, stress on board is weakened by 

one. After the deletion of the innermost brackets, the string in the next cycle is (23): 

 
          1      2       1 
(23)   [N black board eraser] 

 

As this string is a noun rather than a complex noun phrase, the Compound Rule ap-

plies again, placing primary stress on black, since it is followed by another primary-

stressed vowel in a noun. Consequently, all other stresses are weakened by one, 

resulting in the final contour (24), which corresponds to step (iii) given in (22) above: 

 

        1     3      2 
(24)   blackboard eraser 

 

From the illustration so far, it should become clear that the phonological component 

of the grammar, as conceived of in the early days of generative linguistics, assigns a 

phonetic interpretation (in the cases discussed above: a specific stress contour) to 

syntactic structures by referring to properties of syntactic bracketing. In particular, 

the derivations given above show that the correct cyclic application of phonological 
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rules (like the Compound Rule or the Nuclear Stress Rule), and thus the resulting 

stress contours are determined by syntactic bracketing of strings and by specific la-

bels on the brackets (e.g. N or NP). So, under this hypothesis, the phonological 

component merely interprets the structures generated by the syntactic component. 

This results in the general syntactocentric assumption that “[o]nce the speaker has 

selected a sentence with a particular syntactic structure and certain lexical items […], 

the choice of stress contour is not a matter subject to further independent decision” 

(Chomsky & Halle 1968: 25). In sum, even though I have only scratched the surface 

of the detailed processes observed within early generative approaches to phonology, 

the presentation so far may help to bring out the early perspective on phonology that 

served as the theoretical background of Chomsky’s (1965) claim that the 

phonological component of the grammar can be conceived of as ‘purely interpretive.’ 

Having shown the syntactocentric relation between syntax and phonology by having 

explicated some concepts Chomsky (1965) tacitly assumes, let me now, in a similar 

vein, turn to the semantic component. 

 

 

1.3  The Semantic Component 

In his discussion of how sentences are interpreted semantically, Chomsky (1965: 

136) refers to Katz & Fodor (1963) as the “first relatively clear formulation […] of the 

theory of semantic interpretation.” Much like Chomsky, Katz & Fodor (1963) are pri-

marily concerned with the ‘creative aspect’ of language use. So, they suppose that, 

since 

 

the set of sentences is infinite and each sentence is a different concatenation of 
morphemes, the fact that a speaker can understand any sentence must mean 
that the way he understands sentences which he has never previously encoun-
tered is compositional: on the basis of his knowledge of the grammatical prop-
erties and the meanings of the morphemes of the language, the rules which the 
speaker knows enable him to determine the meaning of a novel sentence in 
terms of the manner in which the parts of the sentence are composed to form 
the whole. (Katz & Fodor 1963: 171-172) 

 
The central assumption behind the view expressed in the preceding quote is that the 

speaker obtains the meaning of any sentence from the meanings of its lexical items 

and from the way in which they are combined. The opinion that sentence meaning is 
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a compositional function of the meanings of the lexical items is shared by most for-

mal logicians and goes back at least to Frege, who speculates that “the possibility of 

our understanding sentences which we have never heard before rests evidently on 

this, that we can construct the sense of a sentence out of parts that correspond to 

words” (Frege 1980 [1914]: 79).3 Crucially now, since Katz & Fodor point out that a 

speaker must be able to understand, that is, he must be capable of semantically in-

terpreting sentences he has never encountered before, compositionality seems to be 

a conceptual necessity for humans with finite mental resources because semantic 

interpretation must, as a consequence, be based on certain fixed combinatorial 

rules, allowing for the interpretation of an, in principle, infinite range of sentences. 

Again, as we saw in the context of the phonological component, the most desirable 

result in view of early generative linguistics is to make the recursive operation and 

the resulting structures that are postulated for the syntactic component serve as a 

description and, ultimately, as an explanation of the infinity also involved in semantic 

interpretation. Let us see how this works in detail. 

   As a first step, Katz & Fodor (1963: 181-183) point out several cases that demon-

strate that the structural descriptions assigned by the syntactic component do not 

suffice to specify the meaning of sentences. As a first approximation to identify what 

additional components are necessary, consider the (admittedly trivial) fact that the 

syntactic component provides identical structures for sentences that are different in 

meaning, as shown in (25): 

 

(25)   a.   The dog bit the man. 

      b.   The cat bit the man. 

 

As (25) makes clear, one component of semantic interpretation has to be a diction-

ary of a single language because the syntactic component cannot account for the 

fact that sentences like (25), which differ only morphemically, are interpreted as dif-

ferent in meaning. However, as Katz & Fodor show, the syntactic structure and the

                                                
3 Note, however, that some qualification is in order, if one adopts the common usage of 

referring to compositionality as ‘Frege’s principle,’ inasmuch as Frege never mentioned 
compositionality as a principle and, accordingly, “[c]ompositionality is not Frege’s, but it 
might be called ‘Fregean’ because it is in the spirit of his later writings” (Janssen 1997: 
421). 
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dictionary are not enough to interpret sentences accurately. Consider the next ex-

amples (cf. Katz & Fodor 1963: 182): 

 

(26)   a.   Seal the letter. 

      b.   The seal is on the letter. 

      c.   One of the oil seals in my car is leaking. 

 

In case of (26a), the constituent seal is marked syntactically as a verb, whereas in 

(26b) it is marked syntactically as a noun. Accordingly, in this case, the dictionary 

together with the syntactic structure suffice to distinguish the meaning of seal, insofar 

as in (26a) it refers to an ‘action’ and in (26b) it denotes an ‘object.’ However, since 

the dictionary supplies more senses of seal used as a noun than it bears in an occur-

rence like (26b), the meaning in (26b) cannot be inferred from the dictionary and the 

syntactic structure alone. This becomes clear in light of cases like (26c), where a 

‘less prominent’ sense of seal is used (‘object used to prevent liquid substance from 

escaping’). Since this choice between the senses in (26b) and (26c) can only be de-

rived from the semantic relations between lexical items in a sentence, Katz & Fodor 

claim that the speaker needs rules that take into account the semantic relations be-

tween morphemes, when he selects readings provided by the dictionary. Katz & 

Fodor (1963: 183) call these rules “projection rules.” Assuming that the meaning of a 

sentence is a function of the meanings of its parts, Katz & Fodor state that these pro-

jection rules explicate just this function. So, in addition to the dictionary component, 

these rules constitute another component of semantic interpretation: the projection-

rule component. As I did for the phonological component, let me give a short illustra-

tion of how the semantic component operates with these projection rules. 

   As already mentioned, the structural description generated by the syntactic com-

ponent is, according to a syntactocentric view, hypothesized to provide the input for 

the semantic component. So, for illustration purposes, let us assume the structural 

description given in (28) for the following sentence (cf. Katz & Fodor 1963: 197): 

 

(27)   The man hits the colorful ball. 
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(28)                    S 

 

             NPc               VP 

 

       Det          Nc     V         NPc 

 

                                Det          Nc 

 

                                      A          Nc 

 

        the          man   hits   the     colorful     ball 

 

As a starting point, Katz & Fodor assume that the dictionary component chooses 

only those readings of the lexical items that correspond to the information already 

given in the structural description (28). So, for instance, the syntactic marking of the 

lexical item ball as a concrete noun (Nc) excludes both the association with readings 

of ball as a verb and the sense of ball in, for instance, He plays better ball than me, 

where ball is not a concrete noun but refers to some abstract entity (‘the game’). Af-

ter we narrowed down the options of interpretation of the lexical items to certain fixed 

sets of readings, the input to the projection rule component contains the syntacti-

cally-generated structural description and certain sets of readings, called ‘paths’ (P) 

of interpretation, as schematized in (29), where the two occurrences of the in (28) 

correspond to two instantiations of P1 (cf. Katz & Fodor 1963: 197): 

 

(29)                       S 

 

              NPc                     VP 

 

        P1          P2           P3          NPc 

 

                                         P1          Nc 

 

                                                P4          P5 
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While we assume that the structure in (29) serves as the input to the projection-rule 

component, the projection rules proceed from the bottom to the top of this structure. 

In particular, by combining the sets of readings (the ‘paths’) of low-order constituents 

of the tree, the projection rules derive readings for high-order constituents. Accord-

ingly, as in the case of the phonological component, the derivation of meaning is 

conceived of as proceeding cyclically. To make this more concrete, let us start at the 

bottom of the tree, with the set of readings for colorful (P4) and ball (P5).4 Instead of 

spelling out these sets in terms of their dictionary entries, I will use some of Katz & 

Fodor’s examples that convey the distinct senses of these lexical items in order to 

avoid introducing the formalism applied by Katz & Fodor. So, as the following exam-

ples show, P4 contains two readings of colorful and P5 implies three senses of ball 

(cf. Katz & Fodor 1963: 198): 

 

(30)   P4 

      a.   The gift came in a colorful wrapper. 

      b.   No novel is less colorful than Middlemarch, excepting Silas Marner. 

 

(31)   P5 

      a.   Tennis is played with a ball. 

      b.   The balls whistle free over the bright blue sea. 

      c.   The queen danced at the French ambassador’s ball. 

 

As the sentences in (30) indicate, colorful can refer, on the one hand, to the property 

of showing an abounding variety of colors, as (30a) exemplifies. On the other hand, 

as (30b) demonstrates, it can be used in an evaluative sense, referring to the prop-

erty of having distinctive character. Turning now to the concrete noun ball, the sen-

tences in (31) indicate three senses of this lexical item. First, ball can refer to any 

physical object with globular shape, as (31a) shall indicate. Second, and more spe-

cifically, it can be used to denote a physical object used as a solid missile, as (31b) 

points out. Finally, as demonstrated in (31c), ball can also refer to the social activity 

                                                
4 Note that we could also have started with combining the readings of the and man, since 

they also show up at the bottom of the tree. However, according to Katz & Fodor (1963: 
198), “the order is immaterial” within this conception of semantic interpretation. 
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for which people meet to dance with each other. Now, given the ‘paths’ P4 and P5, 

each consisting of the distinct readings for the lexical items colorful and ball, the pro-

jection rules project certain readings to the next higher level in the tree by amalga-

mating P4 and P5 to form the new path P6. This derivational step results in the tree 

given in (32), in which P4 and P5 are replaced by the new path P6: 

 

(32)                       S 

 

              NPc                     VP 

 

        P1          P2           P3          NPc 

 

                                         P1          P6 

 

Returning to the concrete readings illustrated above, note that there are, in principle, 

six possible amalgamations with respect to combining P4 and P5. However, as Katz 

& Fodor (1963: 199) argue, P6 contains only four derived readings because the 

combination of colorful used in an evaluative sense, as in (30b), with ball referring to 

the two senses of physical objects, indicated in (31a) and (31b), results in a semantic 

anomaly. So, while the sentence in (33) receives an unproblematic interpretation, the 

adjective colorful in the sentences given in (34) cannot be understood as referring to 

a ‘distinctive character’ in any meaningful sense: 

 

(33)   The queen danced at the French ambassador’s colorful ball. 

 

(34)   a.   The baby is playing with a colorful ball. 

      b.   The colorful balls whistle free over the bright blue sea. 

 

Since a detailed exposition of the subsequent derivational details concerning the 

whole sentence would take me too far afield, let me summarize briefly, based on the 

illustration so far, how the derivation proceeds. After having amalgamated P4 with P5, 

resulting in the derived set P6, the projection-rule component goes on to proceed 

from the bottom to the top of the constituent-structure tree given in (32). In doing so, 



 23 

the projection rules yield a series of further amalgamations until they reach the high-

est constituent level ‘S.’ This derivational history, ending with the set of readings for 

the whole sentence (P10), can be summarized by the following schema (cf. Katz & 

Fodor 1963: 205): 

 

(35)                      S: P10 

 

            NPc: P7                  VP: P9 

 

      Det: P1      Nc: P2         V: P3       NPc: P8 

 

                                       Det: P1      Nc: P6 

 

                                               A: P4       Nc: P5 

 

As shown in (35), every derivational step towards the final output (P10) of the seman-

tic component of the grammar consists of a complex amalgamation of sets of distinct 

readings, along the lines I indicated in case of the amalgamation of P4 and P5. That 

is, as in the case of amalgamating P4 and P5, only those readings are derived and 

projected to the next higher level in the tree whose subsets can combine without re-

sulting in a semantic anomaly. Crucially, the derivation as a whole, similar to the 

derivation of stress, sketched in the previous section, proceeds in a cyclic, step by 

step manner, and the cyclic steps are determined by the structural description gen-

erated by the syntactic component. So, for instance, the semantic interpretation of 

our sentence (27) implies the sets P1-P10, which contain the respective readings of 

the constituents the (P1), man (P2), hits (P3), colorful (P4), ball (P5), colorful ball (P6), 

the man (P7), the colorful ball (P8), hits the colorful ball (P9), and the man hits the 

colorful ball (P10). Yet, since the semantic rules only operate on structures provided 

by the syntactic component, the semantic component does not derive any readings 

of substrings like hits the, which do not show up as a constituent in the syntactic 

structure of the sentence. 

   Let me conclude. By sketching an early concept of viewing semantic interpreta-

tion of sentences as derived compositionally from distinct senses of their subcon-

stituents, I illustrated the theoretical background Chomsky’s (1965) conception of 
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semantics as being ‘purely interpretive’ rests on. With this illustration in place, to-

gether with the brief sketch of the phonological and the syntactic component in the 

preceding sections, we have arrived at a general picture of the syntactocentric per-

spective on grammatical knowledge, as conceived of in the 1960s. From the presen-

tation so far, it should become clear why even Jackendoff concedes this nascent 

perspective on grammatical knowledge to be a quite reasonable view, given the by 

then available approaches to phonology and semantics we hinted at in the preceding 

sections. Controversies revolve around the fact that this syntactocentric view has 

been “preserved in every subsequent version of Chomskyan theory” (Jackendoff 

2002: 108) – and that, as Jackendoff argues, at the expense of taking into account 

the progress made both in phonology and semantics. Let us now turn to these more 

controversial issues by looking at the format of recent syntactocentrism. 
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2.  The Format of Recent Syntactocentrism 

As we saw in the previous chapter, the main motivation for assuming a syntactocen-

tric conception of grammar was to describe a single system of generating rules that 

can both account for the ability to produce (phonetically) and to understand (seman-

tically) an infinite range of sentences. In the context of matching this rule system to 

the special needs of producing and understanding expressions, I illustrated that both 

the phonological and the semantic component need some inventory of interpretive 

rules added to operations that generate the syntactic structure. Since Chomsky’s 

(1965) seminal formulation of syntactocentrism, many approaches both to the 

phonological and to the semantic component have been developed. Referring to 

crucial insights of these various accounts, Jackendoff argues that the syntactocentric 

view of grammar, although it was reasonable in the 1960s, is obsolete and can only 

be adhered to by ignoring lessons learned from progress in both phonology and se-

mantics. Moreover, he goes so far as to claim that the most prominent approach 

within recent mainstream generative grammar, “the Minimalist Program[,] offers no 

formal account of either phonology or semantics […], so it is no wonder that it needs 

only a syntactic engine” (Jackendoff 2010: 4, n. 1). 

   In this chapter, I will attempt to amend Jackendoff’s impression by illustrating re-

cent approaches to phonology and semantics he appears to be unaware of. These 

approaches, although explicitly situated within the framework of syntactocentrism, 

both offer detailed formal accounts and cover crucial insights from research in pho-

nology and semantics gained since the 1960s. To do this, I will first outline the 

changed view of the syntactic component current approaches to phonology and se-

mantics rest on. Having thus sketched the recent perspective on syntax, I will then 

turn to approaches regarding the phonological and the semantic components that 

are the most suitable for presenting recent syntactocentric views of these compo-

nents. 
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2.1  The Syntactic Component 

As we saw in section 1.1, one significant part of the syntactic component is the sys-

tem of rewrite rules, accounting for the ‘creative aspect’ of language use by allowing 

for recursive application. Turning now to the conception of the syntactic component 

in recent mainstream generative linguistics, we will see that rewrite rules are dis-

pensed with in favor of more basic combinatorial operations. To capture this change, 

let us briefly recall the crucial operations of the syntactic component within early 

generative grammar. 

   Returning to our sentence (1) in the last chapter, repeated here for convenience, 

we will see that the syntactic component must contain rewrite rules like (2) in order to 

generate phrase markers such as (3): 

 

(1)   The man comes. 

 

(2)   S → NP + VP  

     NP → Det + N 

     VP → V 

 

(3)                           S 

 

               NP                    VP 

 

Det             N              V 

 

Then, lexical items are inserted into the terminal positions of the phrase marker, as 

the rules in (4) dictate, resulting in the tree given in (5): 

 

(4)   Det → the 

N → man 

     V → comes 
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(5)                           S 

 

               NP                    VP 

 

       Det             N              V 

 

   the              man            comes 

 

With this conception in mind, let us now turn to the problems this conception was 

facing in the context of the subsequent development of generative grammar. 

   In his discussion of the relation between verbs and their nominalizations, Chom-

sky (1970b) points out that theories that assume a rule component like (2) and lexi-

cal insertion such as (4) in order to generate structural descriptions like (5) imply a 

crucial redundancy. That is, the lexical information of elements is coded twice, both 

“as categories of the base […] and as features in the lexicon” (Chomsky 1970b: 

208). Turning to our example, look at the structure generated by the rewrite rules in 

(2), which are understood as part of the ‘base’ component of the grammar. The VP 

contains only a verb, so the process of lexical insertion can, in this case, only insert 

intransitive verbs like come, sleep, etc. – that is, verbs that do not require another 

phrase as their argument. Accordingly, the rewrite rules must match the lexical en-

tries of the verbs that will be inserted in the generated structure. Since the informa-

tion about argument structure of a verb in a given derivation is technically encoded 

both in the lexical entries and in the rewrite rules, Chomsky (1970b: 208) points out 

that this “resulting ‘mixed theory’ had a certain technical artificiality.” As a conse-

quence, the rewrite rules of early generative linguistics were abandoned, and the 

structural description that serves as input to the semantic and the phonological com-

ponent was henceforth viewed as the syntactic projection of the argument structure 

of a lexical item. With this new perspective, the general goal was to “replace the 

rules […] by a single schema, with a variable standing for the lexical categories N, A, 

V” (Chomsky 1970b: 210). This schema has come to be known as the ‘X-bar 

schema,’ whose common formulation is represented in (6): 
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(6)                XP 

    

         (Specifier)     (X’) 

 

                  X’         (Adjunct) 

 

            X       (Complement) 

 

According to this general format of projections, a lexical head (X) projects a maximal 

constituent (XP) and, depending on the information encoded in the lexicon, can take 

a complement. In addition, the projection can involve some elements modifying the 

head semantically (termed ‘adjuncts’) and a specifier. Let me clarify this concept with 

the help of the projection of the transitive verb hit in (7), which can be depicted as 

shown in (8), where some detail is omitted: 

 

(7)   hit Hans with a racket. 

 

(8)              VP 

    

          Ø            V’ 

 

                 V’           PP 

 

           V          NP     with a racket 

 

         hit          Hans 

 

The X-bar schema implies several crucial claims about how a projection from the 

argument structure of a lexical item takes place. However, they are claims that I 

cannot substantiate here, as it would require an in-depth discussion of phrase struc-

ture (for an overview of these basic claims concerning the projection of lexical cate-

gories like hit, see Haegeman 1991: 78-96). Instead, let us now concentrate on criti-

cal aspects of this model, which, at the same time, will lead to a revised view of the 

syntactic component as a whole. 
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   According to the X-bar schema, it is possible for a projection to contain no com-

plement, no adjunct, and no specifier at all, as already indicated in (6) with the help 

of parentheses. So, if none of these positions is occupied, one question is whether 

the different levels of X-bar theory are motivated entirely on theory-internal grounds, 

as the VP of an intransitive verb like sleep suggests: 

 

(9)     VP 

 

        V’ 

 

        V 

 

      sleep 

 

To abandon structures with such theory-internal levels, Chomsky (1995) reflects on 

alternative options of how a theory can conceptualize the difference between XP, X’, 

and X. Note that in X-bar theory, the difference is accounted for by claiming that the 

different levels of structure should be regarded as different categories, just like 

nouns and verbs. Alternatively, Chomsky claims that the difference between levels 

like XP and X is due to their local relation with other elements. To make this point, 

Chomsky (1995: 242) states that “[a] category that does not project any further is a 

maximal projection XP, and one that is not a projection at all is a minimal projection 

Xmin; any other is an X’.” With this definition in mind, take a look at the following rep-

resentation: 

 

(10)            V 

 

      V              N 

 

       hit            Hans 

 

According to the quotation provided above, the elements hit and Hans are each a 

minimal projection (‘Xmin’ or ‘X’) because they are not a projection at all. Both the N-

projection dominating Hans and the topmost V-projection are maximal projections 
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(‘XPs’), since they do not project any further. The lower V-projection, which only 

dominates hit, is a projection, thus it is not an X, but, in contrast to both the N-

projection and the topmost V-projection, it projects further. Under the terms of the 

definitions given above, it must be an X’, in this case. Notice that Chomsky adopts a 

view of phrase structure according to which vacuous projections such as X’, meaning 

the “intermediate nodes [, … are] left unspecified by the theory” (Muysken 1982: 61). 

In other words, structures like (9) are ruled out because, due to relational identifica-

tion of the different levels, the representation can dispense with the X-bar level (X’), 

which is suspicious of being motivated merely on theory-internal grounds. 

   On the basis of this relational approach to phrase structure, however, one can 

‘minimalize’ phrase structure representation even further. In his attempt to “keep to 

the minimalist assumption that phrase structure representation is ‘bare,’ excluding 

anything beyond lexical features and objects constructed from them” (Chomsky 

1995: 245), Chomsky introduces a crucial condition of simplicity, the ‘Inclusiveness 

Condition.’ According to this condition, “any structure formed by the computation […] 

is constituted of elements already present in the lexical items” (Chomsky 1995: 228). 

Since the lexical entry for Hans, for instance, already provides the information that 

Hans is a noun, the representation can be reduced further by eliminating the cate-

gorial labels that refer to the terminal nodes, as shown in (11): 

 

(11)             V 

 

   hit           Hans 

 

Now, consider the remaining categorial label, which marks the topmost V-projection. 

The raison d’être of this label is to encode that [hit Hans] is a verbal rather than a 

nominal constituent. However, the need for a mechanism to label maximal projec-

tions does not necessarily imply the use of categorial nodes like ‘V,’ as the following 

representation demonstrates: 

 

(12)             hit 

 

    hit           Hans 
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Although the ‘bare’ representation in (12) is “just one way to encode the ‘projection’ 

of the head” (Hornstein et al. 2005: 206), it demonstrates that the phrase structure 

component of the grammar can dispense with theory-internal categories because it 

merely needs an operation that should do both: combining lexical items and labeling 

the resulting product of combinatorial operations. In recent mainstream generative 

grammar, this operation is called ‘Merge.’ As already hinted at, this operation does 

not only consist of combining elements to form a set. Instead, since the resulting 

structure requires a label, “[t]he operation Merge(α, β) is asymmetric, projecting ei-

ther α or β, [and] the head of the object that projects becoming the label of the com-

plex formed” (Chomsky 1995: 246). In set-theoretic format, the asymmetric product 

of Merge can be depicted as follows: 

 

(13)   {α {α, β}} 

 

When we assume this basic operation and adopt the set notation of (13), the steps 

that build the structure of our example can be represented as follows (cf. Hornstein 

et al. 2005: 201-204 for representations of derivations using this notation): 

 

(14)   {hit {hit, Hans}} 

 

         hit        Merge Hans 

 

With this brief illustration of the operation Merge, we have reached the basics of the 

current perspective on the syntactic component within mainstream generative lin-

guistics. Due to a “recursive step in the definition […] of admissible objects” (Chom-

sky 1995: 270), an aspect I do not want to delve into here, no upper bound is im-

posed on the number of applications of Merge. Consequently, like the syntactic 

component in early generative linguistics, Merge allows for recursive application and 

thus accounts for the ‘creative aspect’ of language use – but, as I attempted to point 

out, without postulating theory-internal categories, several rewrite rules, etc. In the 

light of this recent conception of the syntactic component, let us now turn to ap-

proaches concerning the phonological component that explicitly presuppose this re-

cent view of syntactic operations within mainstream generative grammar. In this way, 
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I will disprove Jackendoff’s (2003: 657) claim that, within mainstream generative 

grammar, “the relation between syntax and phonology became a no-man’s-land.” 

 

 

2.2  The Phonological Component 

To demonstrate how the syntactic operations sketched above are related to the 

phonological component, I will again focus on the prosodic structure that is assigned 

to a syntactic structure by the phonological component, as I already did in section 

1.2 in order to show the conception of the phonological component within early gen-

erative linguistics. Therefore, I will abstract away from other prominent phonological 

aspects, like the process of linearization “that brings hierarchical structure and linear 

order together” (Kayne 1994: 131). As we saw in section 1.2, the early syntactocen-

tric view of the relation between prosody and syntax implies that prosodic structure 

fundamentally relies on the hierarchical representation generated by the syntactic 

component. In recent mainstream generative linguistics, the prosodic structure as-

signed by the phonological component – now termed the ‘(P)honetic (F)orm-

component’ – is also considered to be determined by syntactic structure. Yet, since 

more proposals are on the table than in the 1960s, current approaches differ in an-

swering the question to what extent this determination holds true (for a recent over-

view of different approaches to the syntax-phonology interface, see Elordieta 2007: 

126-157). One recent approach that, according to Boeckx (2008: 70), can be con-

ceived of as an exemplary instance of accounts that “argue strongly for a syntacto-

centric organization of the PF-side of the grammar” is Wagner’s (2005) ‘cyclic pro-

sodic mapping,’ which, as we will see, is essentially a particular version of the trans-

formational cycle illustrated in section 1.2. 

   Wagner (2005) is primarily concerned with the prosodic property of boundary 

strength, which divides an utterance into different prosodic groups. Boundary 

strength is encoded by several suprasegmental cues, such as position, length of 

pause, and preboundary lengthening (for a detailed discussion of some of these 

cues, see Ladd 1996: 239-251), and it has been attested in various psycholinguistic 

studies, which demonstrate “that naive and untrained listeners can indeed give reli-

able and meaningful judgements […] when asked simply to indicate the strength of 

word boundaries in spoken utterances” (Pijper & Sanderman 1994: 2045). Wagner’s 
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(2005) theory is grounded in these insights of both theoretical and experimental pho-

nology and especially focuses on prosodic boundaries within coordinate structures. 

To gain more concreteness, look at the examples given in (15), where prosodic 

boundaries are indicated by the pipe symbol ‘|,’ and the relative rank of these 

boundaries is represented by the number of pipes (cf. Wagner 2005: 40): 

 

(15)   Who went to the forest? 

      a.   Lysander | and Demetrius | and Hermia. 

      b.   Lysander | and Demetrius || and Hermia. 

      c.   Lysander || and Demetrius | and Hermia. 

 

In contrast to the ‘natural’ answer given in (15a), the prosodic structures in (15b) and 

(15c) suggest that some contextual aspect motivates the grouping-together of two 

individuals. In particular, in (15b) the listener can assume, for instance, that Lysander 

and Demetrius went to the forest together, and Hermia went on her own because 

and Hermia is prosodically set apart from the rest of the utterance. By contrast, the 

prosodic phrasing in (15c) can introduce the presupposition that Demetrius and 

Hermia went together and Lysander went on his own (for the precise relation be-

tween presupposition and prosody, see Wagner 2005: 245-281). 

   Wagner (2005) is particularly interested in differences concerning ‘flat’ prosody 

and hierarchically-organized prosodic structure. That means that he focuses on the 

circumstances under which coordinate structures show each conjunct to be prosodi-

cally on a par with every other conjunct, like in (15a), and he concentrates on the 

circumstances under which the conjuncts are hierarchically organized, like in (15b) 

and (15c). So, in an attempt to force this difference, he alternates the functors and 

and or, as shown in the following examples (cf. Wagner 2005: 43): 

 

(16)   a. ? Lysander | and Demetrius | or Hermia. 

      b.   Lysander || or Demetrius | and Hermia. 

      c.   Lysander | or Demetrius || and Hermia. 

 

Due to the alternation of and and or, the flat prosody in (16a) seems inappropriate, 

while the articulated (i.e. hierarchically organized) prosody in (16b) and (16c) is fine. 

As a next step, Wagner (2005) formalizes such clear cases of articulated prosodic 
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structure, which contain alternating functors, by replacing concrete examples, such 

as (16b) and (16c), with the following more abstract structures, where, using a sim-

plified notation of Wagner (2010: 186), (17a) corresponds to (16b) and (17b) to 

(16c): 

 

(17)   a.   A || or B | and C         Interpreted as: A or (B and C) 

      b.   A | or B || and C         Interpreted as: (A or B) and C 

 

As a next step, Wagner (2005) extends this representation of prosodic properties by 

adding a metrical grid to account for both the prosodic grouping illustrated so far and 

aspects of prosodic prominence. In particular, he uses a version of the ‘bracketed 

metrical grid,’ as proposed by Halle & Vergnaud (1987). To capture Wagner’s argu-

ment about the relation between syntax and prosody, a little digression to this nota-

tion is in order. 

   Look at the following representations, which apply the notational variant of the 

‘bracketed metrical grid’ to the cases presented above (cf. Wagner 2005: 67): 

 

(18)   a.   A or (B and C)       b.   (A or B) and C 

          | ✕ |  ✕   ✕ |             | ✕   ✕ |  ✕ | 
          | ✕ |  ✕ |  ✕ |             | ✕ |  ✕ |  ✕ | 

           A   B   C               A   B   C 

 

The representations in (18) are to be read as follows: Like in (17), the ‘pipes’ indicate 

boundaries, that is, they represent aspects of prosodic grouping. In contrast to the 

representation given in (17), the notation in (18) encodes boundary strength by using 

the height of the column of pipes. In other words, indicated foot boundaries at higher 

grid lines are considered to be stronger than boundaries marked at lower lines. Cru-

cially now, the representation in (18) allows for the encoding of pitch accents. In co-

ordinate structures such as (18a) and (18b), each conjunct receives an accent, so 

each conjunct projects top-line grid marks. Consequently, the accent of each ele-

ment is on a par with the other elements. Note that, due to the use of this notation, 

the fact that one element receives the ‘nuclear stress’ of the structure does not have 

to be represented as a further projection to a higher line. When we assume, with re-

spect to English, that “the last heavy stress in an intonational unit takes the nuclear 
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heavy stress” (Newman 1946: 176), main prominence can be derived from represen-

tations such as (18) because all elements are on a par concerning heavy stress. 

Therefore, nuclear stress is placed on the final element of the intonational unit. So, at 

first sight, a hierarchical notation seems to be superfluous, inasmuch as a more ‘flat’ 

notation, as shown in (19), would work as well to derive nuclear stress and encode 

prosodic grouping: 

 

(19)   a.   A or (B and C)        b.   (A or B) and C 

          || ✕  || ✕  |  ✕  ||         || ✕  |  ✕  || ✕  || 

            A    B    C              A    B    C 

 

However, in other cases, some conjuncts are deaccented, that is, they do not re-

ceive the same accent, the same ‘heavy stress,’ as the other conjuncts. Consider the 

following example (cf. Wagner 2005: 71): 

 

(20)   a.   Demetrius and Hermia? 

      b.   No, Lysander and Hermia. 

 

In the answer (20b), the material following the first conjunct Lysander is viewed as 

deaccented. In such cases, the final element of the structure does not receive nu-

clear stress and, accordingly, does not project to the top line, as shown in (21): 

 

(21)   |  ✕        | 
      |  ✕        |  ✕     | 

       Lysander   Hermia 

 

To summarize, the hierarchical notation of the metrical grid introduced above can be 

regarded as a necessary instrument to account for a broader range of prosodic 

structures, including cases like (21). After having dealt with the notation Wagner 

(2005) uses to represent the prosodic structure of coordinate structures,5 let us now 

                                                
5  I should mention that this representation deviates from more common representations 

used in phonological theory by not labeling the lines in the metrical grid with respect to the 
categorial status of being, for instance, either an intonational or a phonological phrase – 
distinctions that are of high relevance in prosodic phonology (for a seminal schematic 
overview of distinct categories in prosodic phonology, see Selkirk 1986: 384). 
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turn to the question of how this prosodic structure can be derived from syntax. 

   Recall that, in early syntactocentric concepts, the prosody of an expression is de-

termined compositionally by the transformational cycle, as illustrated in section 1.2. 

Turning now to the derivation of prosodic properties of coordinate structures, we will 

see that Wagner (2005) assumes a particular version of the transformational cycle in 

order to account for mapping syntactic structure to prosody. Let us illustrate this ap-

proach, starting with the ‘flat’ coordinate structure given in (22): 

 

(22)   A | and B | and C 

 

Concerning this structure, Wagner (2005: 74-75) postulates four derivational steps, 

as shown in the following representations, in which the syntactic derivation is repre-

sented schematically on the left side and in which the corresponding metrical grid is 

notated on the right side. At this point of visualization, Wagner abstracts away from 

functors such as and, treating the structure given in (22) as if it consists only of the 

conjoined elements. 

 

(23)   a.       Start Point 

   

 

                                             |  ✕  | 
                A                              A 
 

      b.       First Merge 

 

 

                                             |  ✕  |  ✕  | 
               A      B                        A    B 

 

      c.       Second Merge 

 

 

                                             |  ✕  |  ✕  |  ✕  | 
               A    B      C                   A    B    C 
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As mentioned in section 2.1, elements are combined by the operation Merge in re-

cent versions of mainstream generative linguistics. This operation builds the syntac-

tic tree step by step, as (23a)-(23c) illustrate. When we look at the phonological 

status of the elements combined by Merge, each conjunct is regarded as already 

spelled out, that is, as already mapped to the phonological component. This mapping 

is indicated by black dots standing for a ‘Spell-Out domain.’ Consequently, the merg-

ing of elements on the left side of the representation corresponds to the addition of 

these elements to the prosodic structure, given on the right side of the schema. In 

addition to these small domains of Spell-Out, at some points in the syntactic deriva-

tion, larger domains are completed and mapped to the phonological component as a 

whole, as the following representation depicts: 

 

(24)           Spell-Out 

 

 

                                             |  ✕    ✕    ✕  | 
                                              |  ✕  |  ✕  |  ✕  | 
               A    B       C                  A    B    C 

 

Wagner (2005) represents this mapping of the whole structure by adding a new top-

line to the metrical grid and by projecting all grid marks on the old top-line up to the 

new top grid line, as shown on the right side of step (24). The result is the prosodic 

grouping we already indicated in (22). 

   Let us now look at the process of deriving a metrical grid for an expression that 

shows a more articulated – meaning hierarchical – prosodic structure, just like (17a), 

repeated here for convenience as (25): 

 

(25)   A || or B | and C         Interpreted as: A or (B and C) 

 

According to Wagner (2005: 75-76), this structure is the result of the spelling-out of 

two separate cycles. First, the constituents B and C are combined in a first cycle, 

forming the subconstituent ‘B and C.’ Since this combination, according to Wagner’s 

approach, constitutes a cycle, the product of Merging B and C is spelled out and 
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mapped on a phonological representation, thus projecting a new top grid line, as 

shown in (26): 

 

(26)          Spell-Out of the First Cycle 

 

 

                                              |  ✕    ✕  | 
                                             |  ✕  |  ✕  | 
                    B       C      

 

Then, the output of this first cycle is inserted into a second cycle, as shown in (27): 

 

(27)          Second Cycle 

 

 

             
                              
               A    B       C 

 

As a first step of spelling out this second cycle, the metrical elements are concate-

nated at the top grid line, as shown in (28): 

 

(28)   |  ✕  |  ✕    ✕  | 
           |  ✕  |  ✕  | 

        A    B    C 

 

After the concatenation, a new grid line is projected and the grid column belonging to 

the lowest grid line is filled for notational reasons, as shown in (29): 

 

(29)   |  ✕    ✕    ✕  | 
      |  ✕  |  ✕    ✕  | 
      |  ✕  |  ✕  |  ✕  | 

        A    B    C 

 

In sum, the Spell-Out of the second cycle can be represented as follows: 
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(30)          Spell-Out of the Second Cycle 

 

 

                                              |  ✕    ✕    ✕  | 
                                             |  ✕  |  ✕    ✕  | 
               A    B       C                |  ✕  |  ✕  |  ✕  | 

                                               A    B    C 

 

By contrast, consider the derivational steps that yield (17b), repeated here as (31): 

 

(31)   A | or B || and C         Interpreted as: (A or B) and C 

 

According to Wagner (2005: 77), the prosodic structure indicated in (31) is due to a 

left-branching syntactic structure, which is again associated with spelling out two cy-

cles. In a first cycle, the constituents A and B are combined, forming the sub-

constituent ‘A or B.’ This constituent is spelled out, that means, it is mapped to pho-

nology, and thus, a new top grid line is projected, as (32) shows: 

 

(32)          Spell-Out of the First Cycle 

 

 

                                             |  ✕    ✕  | 
                                             |  ✕  |  ✕  | 
               A    B  

 

Then, the output of this first cycle is inserted into a second cycle, as shown in (33): 

 

(33)          Second Cycle 

 

 

            
                                
               A    B       C    
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Like in the derivation of the prosodic structure based on a right-branching structure, 

the next step for deriving a metrical grid is concatenating the metrical elements of the 

first and the second cycle, as (34) illustrates: 

 
(34)   |  ✕    ✕  |  ✕  | 
      |  ✕  |  ✕  | 

        A    B    C 

 

Finally, projecting a new grid line and filling up the rightmost grid column results in 

the phonological representation (35), which corresponds to the structure indicated in 

(31): 

 

(35)   |  ✕    ✕    ✕  | 
      |  ✕    ✕  |  ✕  | 
      |  ✕  |  ✕  |  ✕  | 

        A    B    C 

 

So, in sum, the Spell-Out of the second cycle of this left-branching structure can be 

depicted as follows: 

 

(36)          Spell-Out of the Second Cycle 

 

 

                                              |  ✕    ✕    ✕  | 
                                             |  ✕    ✕  |  ✕  | 
               A    B       C                |  ✕  |  ✕  |  ✕  | 

                                               A    B    C 

 

Let us take stock. As Wagner (2005) argues in light of data from the prosody of co-

ordinate structures, the prosody of an expression is determined compositionally, that 

is, by the corresponding syntactic structure and by the way of how the structure is 

assembled. Hence, in general accordance with the early conception of the 

phonological component we sketched in section 1.2, Wagner’s (2005) approach as-

sumes a “one-to-one mapping between syntactic derivations and grid representa-

tions” (Wagner 2005: 80). His conception, unlike the approach sketched in section 

1.2., does not require the postulation of specific categorial entities such as N or NP, 
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which were questioned in recent conceptions of the syntactic component, as we saw 

in section 2.1. Rather, as Boeckx (2008: 67) points out, Wagner’s account can serve 

as an illustration that “prosodic structure building requires nothing more than basic 

operations like Concatenate, Project, and Embed – all of which are part of the stan-

dard definition of Merge.” 

   To conclude, Wagner’s approach both maintains the syntactocentric view of the 

relation between syntax and phonology and, whether one believes his syntactocen-

tric perspective or not, presents a detailed formal account of the phonological com-

ponent. Moreover, this account draws on many insights of the broad field of phonol-

ogy, as can be witnessed by his extensive discussion of both theoretical and empiri-

cal evidences, which was spared out in this section for the sake of illustration. Ac-

cordingly, the presentation so far supports the general claim that “Jackendoff’s as-

sertion that minimalism lacks serious study of the interfaces is unacceptable in light 

of detailed works on the syntax-phonology interface” (Boeckx & Piattelli-Palmarini 

2007: 409). Having thus amended Jackendoff’s argument that the relation between 

syntax and phonology is a ‘no-man’s-land’ within mainstream generative grammar, 

let us now turn to recent conceptions of the semantic component. 

 

 

2.3  The Semantic Component 

As I already mentioned with respect to the phonological component, there are vari-

ous approaches to the semantic component within recent mainstream generative 

linguistics. So, while there is the prominent view that formal devices like “[f]unctional 

application, predicate modification and lambda abstraction are probably the minimal 

inventory that is needed for the interpretation of all hypothesized syntactic structures” 

(Sauerland & von Stechow 2001: 15415), several approaches assuming a clearly 

higher number of combinatorial modes exist (cf., e.g., Chung & Ladusaw 2004). Yet, 

also recent accounts assume semantic interpretation to be rather simple and uni-

form, thus, they represent an “illustration of Minimalist thinking in semantics” 

(Pietroski 2008a: 19). Since this minimalist perspective on semantics dovetails in 

many respects with the recent conception of the syntactic component sketched in 

section 2.1, in the following, I will limit myself to a brief sketch of this particular per-

spective on semantics. 
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   Remember from section 2.1 that the only combinatorial operation of the syntactic 

component is the operation Merge. According to Pietroski (2008b), this operation can 

be decomposed into two suboperations, ‘Concatenate’ and ‘Label.’ In order to avoid 

terminological confusion, Pietroski substitutes ‘Merge,’ which is originally conceived 

of as a primitive operation, with ‘Combine,’ understood as a non-primitive operation, 

as the following representation clarifies (cf. Pietroski 2008b: 326): 

 

(37)   COMBINE(α, β) = LABEL[CONCATENATE(α, β)] 

      CONCATENATE(α, β) = α^β 

      LABEL[α^β] = [α β]α/β 

 

This decomposition merely spells out underlying assumptions that I have already 

touched on in section 2.1, when I illustrated the syntactic operation Merge. In particu-

lar, merging two elements, for example hit and Hans, does not only involve concate-

nating these items, or, to put it more technically, it does not merely result in an or-

dered pair like hit, Hans. Rather, this operation also implies the labeling of the con-

catenated structure, as already shown in (14), repeated here for convenience as 

(38): 

 

(38)   {hit {hit, Hans}} 

    

         hit         Merge Hans 

 

Let us turn to semantics now: Hornstein & Pietroski (2009), committed to the syntac-

tocentric perspective, hypothesize that the meaning of a product of Combine is com-

positional, that is, the meaning crucially depends on its subconstituents and how 

they are combined. Importantly, in contrast to most accounts within Formal Seman-

tics, Hornstein & Pietroski do not assume several modes of combination but claim 

that the semantic contribution of combining elements can be accounted for by merely 

referring to the two suboperations of Combine. In more technical terms, in their view, 

combining two expressions A and B results in the semantic instruction ‘SEMCOM-

BINE(A, B),’ which can be decomposed into suboperations, as the following notation 

makes clear (cf. Hornstein & Pietroski 2009: 116): 
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(39)   SEMCOMBINE(A, B) = SEMLABEL[CONCATENATE(A, B)] 

 

So, by assuming that the semantic instruction to interpret expressions looks roughly 

like (39), Hornstein & Pietroski (2009) correlate the basic syntactic operations with 

basic semantic operations in an isomorphic way. Turning to the suboperations in de-

tail, they propose “that concatenation is an instruction to conjoin monadic concepts, 

and that labeling provides a vehicle for invoking thematic relations when (and only 

when) the labels of concatenates conflict” (Hornstein and Pietroski 2009: 116, em-

phasis in the original). Let us exemplify this abstract claim. 

   Examine first an elementary case of adjunction like the phrase red ball – a para-

digm case of configurations in which the labels of concatenates do not conflict (for 

what follows, see Hornstein & Pietroski 2009: 126-127). Hornstein & Pietroski hy-

pothesize that lexical items like red are, in the context of semantic interpretation, in-

structions to ‘fetch’ monadic concepts like RED (for an elaboration of this explicitly 

cognitive view on meaning, see Pietroski 2007: 343-347). Adjuncts like red are re-

garded as unlabeled lexical ‘roots,’ when they combine with a labeled (in this case: 

nominal) element like ball. More specifically, the phrase red ball is the result of con-

catenating the root ‘√red’ with the labeled head ‘[N √ball^N]’ (which is itself the result 

of combining the functional formative ‘N’ with the unlabeled lexical root ‘√ball’). Ac-

cording to this conception, the combinatorial suboperations concerning red ball can 

be represented as follows: 

 

(40)   [N √red^ballN] = 

      LABEL[CONCATENATE (√red, ballN)] = 

      LABEL[CONCATENATE (√red, LABEL[CONCATENATE √ball, N)]] 

 

So, in cases of adjunction like red ball, Hornstein & Pietroski suppose that there is 

only one option to label the whole phrase, since, according to their conception, ‘N’ is 

the only label in the compositional structure, and thus, only ‘N’ can project to label 

the whole phrase. Since there are no conflicting labels in such cases, the semantic 

interpretation of the syntactic structure [N √red^ballN], according to this hypothesis,
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merely implies the instruction to conjoin the concepts that were fetched via red (RED), 

ball (BALL), and ‘N’ (INDEXABLE),6 as (41) illustrates: 

 

(41)   RED(  ) & BALL(  ) & INDEXABLE(  ) 

 

To summarize, examples like red ball are viewed as simple cases of combining 

predicates; that is, roughly speaking, red ball merely corresponds to a concept of 

things that are red, and a ball, and indexable. With this paradigm case of adjunction 

in mind, let us now look at cases that contain conflicting labels. 

   In contrast to adjunction, combining a predicate with an argument, as Hornstein & 

Pietroski argue, calls for a semantic factor that is absent in cases like red ball. Exam-

ine the case of the syntactic structure ‘[V stabV^CaesarN]’ (for the following aspects, 

see Hornstein & Pietroski 2009: 127-128). In this case, the concatenates stab and 

Caesar have competing labels and thus, according to the definition of Hornstein & 

Pietroski given above, combining them is not just an instruction to conjoin concepts 

that are fetched via stabV and CaesarN. Instead, conjoining these two constituents, 

under this hypothesis, must be supplemented with an additional operation. Note that 

the labeling of the whole phrase as a complex ‘V’ is regarded as an introduction of 

grammatical relations. In particular, and in more cognitive terms, the instruction 

‘CaesarN-as-V’ is considered to be an instruction to fetch a concept of things that 

have Caesar as their internal participant. As a consequence, Hornstein & Pietroski 

assume that being an internal argument of a predicate, like ‘CaesarN-as-V’ is in our 

case, can be interpreted semantically as a two-step instruction. First, the argument 

expression Caesar itself is an instruction to fetch a monadic concept CAESAR(X). 

Second, the marking of Caesar as an internal participant of another concept is an 

instruction to form the corresponding complex concept (42), which amounts to some-

thing like ‘there was an ‘x,’ it was Caesar, and it was the internal participant of some-

thing: 

 

(42)   �X [CAESAR(X) & INTERNAL (_, X)] 

 

                                                
6 Here, Hornstein & Pietroski (2009) draw on accounts that emphasize “noun’s being the 

only lexical category that bears a referential index” (Baker 2003: 104). 
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Now, this something (a ‘thing with participants’), whose internal participant is ex-

pressed by Caesar, can be spelled out by using event representations like (43), 

which amounts to something like ‘there was an event (E) of stabbing, and the event 

involved Caesar as an internal participant.’7 

 

(43)   �E�[STAB(E) & INTERNAL(E, CAESAR)] 

 

Hornstein & Pietroski go on to specify the semantic interpretation further by referring 

to common terms of semantic roles. So, since internal participants of stab are ‘Pa-

tients,’ rather than, for instance, unaffected ‘Themes,’ the concept INTERNAL(E, X) can 

be replaced by specific thematic content, as shown in (44): 

 

(44)   ���[STAB(E) & PATIENT(E, CAESAR)] 

 

To summarize their discussion, the argument Caesar is interpreted, according to 

their approach, as a predicate of an event – the event of ‘stabbing’ – and thus, its 

interpretation demonstrates just another case of predicate conjunction, not, in princi-

ple, different to the conjunctive operation involved in cases like red ball. However, in 

contrast to cases of adjunction like red ball, complex predicate-argument construc-

tions can only be analyzed in terms of predicate conjunction because syntactic 

“[l]abels […] provide vehicles for introducing dyadic concepts like INTERNAL(E, X)” 

(Hornstein & Pietroski 2009: 130). In other words, and with respect to our case stab 

Caesar, the label ‘V,’ marking the whole phrase ‘[V stabV^CaesarN]’ as verbal, yields 

the instruction ‘CaesarN-as-V,’ which introduces a dyadic relation, as illustrated 

above. At this point, it may be worth to mention the fact that this invoking of dyadic 

concepts does not necessarily rely on categorial labels such as V or N. As we men-

tioned in section 2.1, any other mechanism, even postulating no syntactic categories 

at all, would work here, as long as it labels the product of Merge or, in terms of Horn-

stein & Pietroski’s approach, Combine. 

   All in all, by reducing semantic interpretation to the operation Concatenate – an 

instruction to conjoin monadic concepts – and to the operation Label – a vehicle for 
                                                
7  This conception of Hornstein & Pietroski (2009) crucially relies on the assumption that 

“[t]he words ‘is an event that consists in the fact that’ are to be viewed as an operator 
which […] forms a predicate of events” (Davidson 1967: 90). 
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invoking thematic concepts – Hornstein & Pietroski (2009) claim that basic semantic 

operations can be derived from the basic operations that are associated with Merge 

in an isomorphic way. Therefore, their approach fits well into the syntactocentric view 

of language within mainstream generative linguistics. So, in contrast to Jackendoff’s 

claim that there is no formal account of semantics within minimalism, this section 

illustrated that approaches exist within recent mainstream generative grammar that 

do not only provide a detailed formal account of the semantic component but also 

adopt a cognitive view on meaning by referring to processes like ‘fetching’ concepts. 

Thus, these accounts “do not suffer from the shortcomings, justly stressed by Jack-

endoff, of works in semantics within the purely logical tradition” (Boeckx & Piattelli-

Palmarini 2007: 409). So, after having amended Jackendoff’s impression that both 

phonology and semantics have become a ‘no-man’s-land’ in mainstream generative 

grammar, let us now turn to an even more striking omission in Jackendoff’s discus-

sions of syntactocentrism: the recent shift from ‘representational’ to ‘derivational’ 

syntactocentrism. 

 

 



 47 

3. The Shift from Representational to Derivational Syntacto-

centrism 

In the preceding chapter, I indicated that recent versions of syntactocentrism, con-

trary to Jackendoff’s assertions, offer detailed formal accounts of both the 

phonological and the semantic component, taking into account crucial insights from 

research in these areas carried out since the 1960s. So, while Jackendoff’s (2002: 

108) claim that the syntactocentric view “is preserved in every subsequent version of 

Chomskyan theory” may be right, his observation that serious study of the interfaces 

in mainstream generative grammar is a ‘no-mans-land’ misses important develop-

ments within mainstream generative grammar. In this chapter, I will argue, in a simi-

lar vein, that Jackendoff misses another crucial point in his discussions of syntacto-

centrism, namely the recent shift from ‘representational’ to ‘derivational’ syntactocen-

trism. Specifically, even in his recent publications (cf. Jackendoff 2007: 37), he 

merely cites a grammar model of the early 1990s that served, at that time, as the 

starting point for a more derivational thinking. In this chapter, since recent deriva-

tional syntactocentrism defines itself via modifying particular aspects of preceding 

models, I will first illustrate the development of a representational view of syntax. In 

doing so, to ensure commensurability, I will orient my presentation to Jackendoff’s 

short overview of this development (cf. Jackendoff 2002: 107-111). Then, in section 

3.2, I will concentrate on the view of derivational syntactocentrism, which, as I will 

show, qualifies the claim that “[t]he Minimalist Program […] assumes that the struc-

tures and derivations of Principles and Parameters Theory are essentially correct” 

(Culicover & Jackendoff 2005: 88). However, before doing so, let us first consider the 

view of mainstream generative grammar that still underlies most of Jackendoff’s as-

sertions: the concept of representional syntactocentrism. 

 

 

3.1  Representational Syntactocentrism 

At the beginning of generative linguistics, Chomsky points out that language is a 

highly complex system. Famous examples like the following illustrate that an analy-

sis of a sentence into a linear string of words or morphemes cannot account for all 

the properties of an utterance (cf. Chomsky 1975 [1955]: 215): 
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(1)   Flying planes can be dangerous. 

 

While, in this case, there is one linear string of words, this string can receive two dif-

ferent interpretations, paraphrased in (2) and (3): 

 

(2)   ‘Flying planes (as objects) can be dangerous.’ 

 

(3)   ‘Flying planes (as an activity) can be dangerous.’ 

 

So, this ambiguous case illustrates that an analysis in terms of linear order cannot 

capture the entire complexity of a sentence. Consequently, as Chomsky (1975 

[1955]: 63, emphasis in the original) points out, 

 

[l]inguistic theory attempts to reduce this immense complexity to manageable 
proportions by the construction of a system of linguistic levels, each of which 
makes a certain descriptive apparatus available for the characterization of lin-
guistic structure. 

 

In addition to different levels identified outside of syntax, including phonetics, pho-

nemics, morphemics, and morphophonemics (for a short overview, see Lasnik 2005: 

63-66), Chomsky used examples like (1) to motivate syntax-internal “levels of repre-

sentation” (Chomsky 1975 [1955]: 6). In early conceptions of generative grammar, it 

was already argued for the distinction of at least two syntax-internal levels of struc-

ture by assuming “[a] grammar containing a level P and a level T” (Chomsky 1975 

[1955]: 380, emphasis in the original), that is, a level providing the structural informa-

tion about a sentence in terms of phrase structure (P) and a level giving information 

concerning transformational steps that affect this structure (T). However, it was not 

before Chomsky (1965) that the famous distinction between ‘Deep Structure’ and 

‘Surface Structure’ was drawn, which, as Chomsky (1966: 31-51) argues, is, like the 

‘creative aspect’ of language, again rooted in philosophical concepts of the premod-

ern period.8 According to this distinction, Deep Structure is the level of representa-

tion interfacing with semantics and underlying a sentence prior to any transforma-

tions. So, for instance, while there are two different Deep Structures and one Surface 

                                                
8  For a recent reflection that traces the historical roots of this distinction by referring to phi-

losophical antecedents not touched on by Chomsky (1966), see Raible (2009). 
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Structure in cases like (1), there are, under this hypothesis, only one Deep Structure 

and two Surface Structures in cases like active and passive sentences. In other 

words, the active and the corresponding passive roughly mean the same but sound 

different due to transformational operations, and thus, they have different Surface 

Structures. The sentences given in (4) illustrate this long-held assumption that “an 

active sentence and the corresponding passive are synonymous” (Chomsky 1957: 

94): 

 

(4)   a.   Hans arrested Peter. 

     b.   Peter was arrested by Hans. 

 

So, putting these two levels of representation together with the rewrite rules, illus-

trated in section 1.1, and with the lexicon – together: the ‘base component’ – and 

adding certain transformational operations, we arrive at the overall picture that 

 

the syntactic component consists of a base that generates deep structures and 
a transformational part that maps them into surface structures. The deep struc-
ture of a sentence is submitted to the semantic component for semantic inter-
pretation, and its surface structure enters the phonological component and un-
dergoes phonetic interpretation. (Chomsky 1965: 135) 

 

Graphically, this model can be represented as follows (cf. Jackendoff 2002: 109): 

 

(5)         Phrase structure rules      Lexicon 

 

               Deep Structure             Semantic component 

 

                        Transformations 

 

                          Surface Structure            Phonological component 

 

Crucially, since Deep Structure is the level before any transformations apply, this 

model implies the claim that transformations preserve meaning and, accordingly, that 

transformations do not affect the meaning of sentences. However, look at the follow-

ing example, which shows that the active sentence (6a) is not synonymous with its 
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passive given in (6b) and which thus demonstrates “that not even the weakest se-

mantic relation (factual equivalence) holds in general between active and passive” 

(Chomsky 1957: 101): 

 

(6)   a.   Everyone in the room knows at least two languages. 

     b.   At least two languages are known by everyone in the room. 

 

According to Chomsky (1957: 100-101), (6b) strongly suggests that, in contrast to 

(6a), it is the very same two languages that everyone knows. Accordingly, examples 

like (6) are regarded as cases in which transformational operations seem to affect 

the meaning of utterances. Specifically, passive transformations involving quantifiers 

like a, some, and every have truth conditional consequences. That is, (6a) may be 

true, while (6b) is false, if one person knows, for instance, only German and English 

and another only Chinese and Spanish. 

   In light of such cases, Chomsky (1965) expresses first doubts regarding the 

model given in (5) and rejects rather strong claims that even in cases like (6) “both 

actives and passives […] are full paraphrases of each other” (Katz & Postal 1964: 

72). So, in light of examples such as (6), he proposes that there are two ‘senses’ of 

semantic interpretation. In particular, regarding cases like (7), he argues for both 

“identity of the deep structures […] and […] an overriding consideration involving or-

der of quantifiers in surface structures” (Chomsky 1965: 224, n. 9). These considera-

tions ultimately led to an architecture according to which both Deep Structure and 

Surface Structure contribute to semantic interpretation, as (7) shows graphically (cf. 

Jackendoff 2002: 109): 

 

(7)   Phrase structure rules    Lexicon 

 

                Deep Structure 

 

                Transformations             Semantic component 

 

               Surface Structure            Phonological component 
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According to this model, the level of Deep Structure determines semantic interpreta-

tion with respect to grammatical properties like ‘subject of,’ and the level of Surface 

Structure determines discourse properties like scope relations that involve quantifi-

ers, as exemplified by (6). Hence, this model articulates explicitly “that properties of 

surface structure play a distinctive role in semantic interpretation” (Chomsky 1970a: 

89). 

   Since the role of Deep Structure is thus constrained to determining grammatical 

relations and since the role of Surface Structure, in the light of cases like (6), is 

viewed as indispensable for semantic interpretation, Chomsky (1973), in an attempt 

to arrive at a more uniform theory, argues for an account that provides an option to 

“interpret sentences directly in terms of the surface structure position” (Chomsky 

1973: 283). This is accomplished by postulating that syntactic elements leave 

‘traces’ after having been displaced in the structure. To make this concrete, examine 

the following example: 

 

(8)   Hans seems to drink beer. 

 

In constructions like (8), the verbs seem and drink differ regarding the grammatical 

relations they imply. On the one hand, seem takes the proposition ‘Hans drinks beer’ 

as a complement, but it does not involve a subject that is associated with a semantic 

role, that is, its subject position is ‘semantically empty.’ This can be illustrated by (9), 

where the subject position is occupied by the pronominal expletive it: 

 

(9)   It seems that Hans drinks beer. 

 

On the other hand, the verb drink assigns two semantic roles – ‘theta-roles,’ in 

Chomsky’s (1981) terms – that is, there must be a ‘drinker’ (Hans) and there must be 

a ‘drink’ (beer). Given these specific grammatical relations, the Deep Structure of (8), 

conceived of as determining these relations, must transparently represent these se-

mantic role configurations. This can be schematized as in (10), where ‘Δ’ represents 

the semantically empty position that, as we saw above, can be optionally filled with 

pronominal heads like it: 

 



 52 

(10)   [Δ seems [Hansdrinker to drink beerdrink]] 

 

Now, having explored cases like (10), Chomsky (1973: 266) argues that, when Hans 

moves to the subject position of the matrix clause, “it leaves behind a ‘trace’ which it 

controls.” This ‘control relation,’ established by a specific “transformation that […] 

takes the subject of the complement sentence […] and substitutes it for the pronomi-

nal head” (Rosenbaum 1967: 64), is indicated by coindexing the trace (‘t’) with Hans. 

Accordingly, the resulting Surface Structure is the following: 

 

(11)   [Hansi seems [ti to drink beer]] 

 

Given this technical innovation of traces, the movement operations involved in cases 

like (8) do not destruct the configurational properties that are needed for determining 

grammatical relations because the coindexed trace indicates the relevant control 

relation. In other words, this interpretive relation is still accessible at the level of Sur-

face Structure because the structure given in (11) still represents that Hans is the 

subject of the embedded sentence. 

   Recall now that there is an independent motivation to suppose that Surface 

Structure is involved in determining semantic interpretation, as the discussion of 

scope properties of sentences above has shown. So, given this motivation and as-

suming that movement leaves behind traces, it was soon argued that “it seems rea-

sonable to postulate that only surface structures undergo semantic interpretation” 

(Chomsky 1975: 96, emphasis in the original). This resulted in an architecture that is 

depicted in the following schema (cf. Jackendoff 2002: 109), in which the phrase 

structure rules are replaced with ‘X-bar theory,’ which was by then established in 

generative linguistics, as we sketched in section 2.1: 
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(12)                       X’-Theory    Lexicon 

 

                               Deep Structure 

 

                               Transformations      

 

                              Surface Structure 

 

   Phonological component         Semantic component 

 

However, it was soon argued that Surface Structure is not an adequate level to ac-

count for scope relations. Look at the following sentence (cf. May 1977: 13):  

 

(13)   Every man loves some woman. 

 

While this sentence has only one Surface Structure, it has two different scope read-

ings. That is, it is ambiguous between a reading according to which all men love one 

and the same woman – reading (i) – and a reading according to which it is asserted 

that each man loves a different woman – reading (ii). In order to analyze this sen-

tence, May (1977: 13) argues for “two distinct […] logical forms which may be gener-

ated from its surface structure.” According to May, this generation is accomplished 

by moving quantifiers like every and some from their surface positions to positions 

that serve to disambiguate their scope. So, our sentence (13), then, has two distinct 

logical forms, which can be represented as follows (cf. May 1977: 13), where (14a) 

corresponds to reading (i), and (14b) correlates with reading (ii): 

 

(14)   a.   some womanj [every mani [ti loves tj ] 

      b.   every mani [some womanj [ti loves tj ] 

 

Given this distinct level of representation – termed ‘Logical Form’ (LF) – together 

with its counterpart ‘Phonetic Form’ (PF), we arrive at the model of grammar de-

picted in the following schema (cf. Jackendoff 2002: 109), in which Deep Structure 

and Surface Structure are replaced by D-Structure and S-Structure, respectively, to 
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account for their different format in contrast to earlier conceptions of these two lev-

els: 

 

(15)                X’-Theory      Lexicon 

 

              D-Structure 

 

                        Transformations 

 

                        S-Structure 

                               Transformations 

                         PF          LF 

 

The model provided in (15) postulates four levels of representation. In addition to D-

Structure and S-Structure, there are two extra levels of representation, PF and LF. 

Note that D-Structure is limited to the role of being the starting point of the derivation 

and that S-Structure is constrained to serve as the so-called ‘branching’ point, on 

one branch leading to LF and on the other to PF. The theoretical implications of this 

architecture were elaborated in great detail in the framework of G(overnment-and-) 

B(inding) theory (cf. Chomsky 1981). Within this theoretical framework, syntactic op-

erations associated with the different levels of representation are subject to a num-

ber of principles that filter out unwanted derivations. These principles and the levels 

of representation were conceived of as accounting for many empirical phenomena, 

some of which we illustrated above. Therefore, this conception is regarded as 

achieving ‘descriptive adequacy.’ Furthermore, when it is assumed that this rich 

technology of constraining principles contains certain parameters to be set in the 

process of language acquisition (for an overview of this approach, see Chomsky & 

Lasnik 1993), this model of grammar together with the ‘Principles-and-Parameters 

approach’ was considered to provide an explanation for language acquisition, and 

thus, it was viewed as gaining ‘explanatory adequacy.’ However, this representa-

tional view of the language faculty, implying an enriched conception of syntax with 

several levels of representation, has been abandoned stepwise within recent main-

stream generative linguistics – a development seriously marginalized in Jackendoff’s 

discussion of syntactocentrism, to which we now turn. 
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3.2  Derivational Syntactocentrism 

In recent mainstream generative grammar, in addition to descriptive and explanatory 

adequacy, other criteria of theoretical adequacy (re)emerged. In particular, a pre-

mium is placed now on “a level of explanation deeper than explanatory adequacy, 

asking not only what the properties of language are but also why they are that way” 

(Chomsky 2004: 105, emphasis in the original). In asking this question, linguists 

working within this framework tend to assume that language is the way it is because 

that is the simplest way it could be. This assumption can be traced back to the early 

expressed condition “that one of the considerations involved in choosing among al-

ternative analyses is the simplicity of the resulting grammar” (Chomsky 1975 [1955]: 

113). In this section, I will point out the serious consequences of this (re)emerged 

condition for the enriched model sketched at the end of the preceding section. In do-

ing so, I will demonstrate why statements like “[t]he Minimalist Program […] assumes 

that the structures and derivations of Principles and Parameters Theory are essen-

tially correct” (Culicover & Jackendoff 2005: 88) disregard the changes that took 

place in mainstream generative grammar. Moreover, outlining this recent version of 

syntactocentrism will serve as a starting point for comparing recent syntactocentrism 

with its theoretical alternatives in chapters 5 and 6. 

 

 

3.2.1  Rethinking D-Structure and S-Structure 

Given the condition of simplicity mentioned in the preceding paragraph, the syntactic 

component should only contain operations truly necessary for pairing sound and 

meaning of sentence structures. While we look at the model given in (15), the inter-

face levels PF and LF can be regarded as necessary for relating the syntactic struc-

ture to sound (i.e. to an articulatory-perceptual system) and to meaning (i.e. to a 

conceptual-intentional system), respectively. Now, given both the limited role of D-

Structure, providing only the starting point of the derivation, and the constrained 

function of S-Structure, serving merely as the ‘branching’ point, Chomsky began to 

take into account the conceptual option “that there are no levels of linguistic structure 

apart from the two interface levels PF and LF; specifically, no levels of D-structure or 

S-Structure” (Chomsky 1995: 219). Note that all considerations concerning the role 

of D-Structure and S-Structure mentioned in section 3.1 are crucially associated with 
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the analysis of empirical phenomena that generative linguists wanted to cover in 

their theory. Accordingly, if one adopts the hypothesis that syntax only requires the 

interface levels PF and LF, it remains to be shown how such empirical phenomena, 

which justify the postulation of D-Structure and S-Structure, can still be accounted 

for. Let us first consider one alternative account that regards the role of S-Structure. 

   In GB theory, a major argument in favor of S-Structure concerns cross-linguistic 

variation – arguably an important empirical fact. Within GB theory, S-Structure pro-

vides a descriptive tool for characterizing cross-linguistic variation, since it helps to 

describe variation in terms of movement that takes place before or after S-Structure. 

To give an illustrative example, examine the following constructions from English and 

French, varying in grammatical order (for analogous examples, see Pollock 1989: 

367): 

 

(16)   a.   Hans often drinks beer. 

      b.  * Hans drinks often beer. 

 

(17)   a.   Hans boit souvent de la bière. 

      b.  * Hans souvent boit de la bière. 

 

In English, the verb drink can only be placed after adverbs like often, as (16a) illus-

trates; placing the verb before such adverbs results in an ungrammatical sentence, 

as (16b) shows. In French, the verb boit can only stand in front of the adverb sou-

vent, as shown in (17a); if it follows the adverb, the sentence becomes ungrammati-

cal, as illustrated in (17b). Now, in GB theory, these properties are regarded as 

variations of S-Structure. Since in both languages the sentences mean roughly the 

same, it is hypothesized that French and English share the same D-Structure, with a 

nominal subject that occupies the specifier of an ‘Inflectional Phrase’ (IP) and both 

the optional adverb and the verb located in the VP (cf. Pollock 1989: 366): 

 

(18)   [IP NP I [VP (Adv) V …]] 

 

According to GB theory, the finite verb must ultimately move to the head of IP (‘I’) 

due to the agreement relation with the subject of the clause. According to Pollock 
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(1989), it has long been argued that, in French-type languages, main verbs move to I 

overtly (i.e. before S-Structure), while, in English-type languages, these verbs remain 

in situ. However, since the meaning of the sentences is considered to be the same in 

both languages, the main verb in English must move covertly (i.e. after S-Structure) 

to the head of IP in order to ensure that the structures in French and in English are 

identical at LF. Since differences in the two language types – in this case, main 

verbs either following or preceding VP adverbs – are thus explained by postulating 

movement operations that apply prior or after S-Structure, this level is essential for 

describing language variation. However, within the recent minimalist framework, this 

variation can be captured without postulating any extra level of representation that 

distinguishes overt from covert movement. Let us see how. 

   Chomsky (1993) elaborates on the view that lexical items are composed of cer-

tain properties, technically termed ‘features.’ In other words, a word can be thought 

of as a collection of phonetic, semantic, and syntactic features. Within this concept, 

finite verbs are considered to have inflectional features in the lexicon as an intrinsic 

property. Now, in our example, finite verbs move to the abstract inflectional element 

I, for reasons, as already noted, of agreement with the subject of the clause. So, in 

more technical terms, a lexical element α is adjoined to I to form the abstract com-

plex [α I]. However, within minimalism, the abstract element I, in contrast to the lexi-

cal item α, is considered to be an illegitimate object at the PF-interface. Accordingly, 

Chomsky supposes that “[i]f the features of α and I match, I disappears and α enters 

the PF component […]; if they conflict, I remains and the derivation crashes at PF” 

(Chomsky 1993: 27-28). Assuming this process of ‘feature checking,’ Chomsky ac-

counts for cross-linguistic variation like (16) and (17) by claiming that features are 

either ‘weak’ or ‘strong.’ If “‘strong’ features are visible at PF and ‘weak’ features in-

visible at PF” (Chomsky 1993: 30-31), ‘strong’ features must be checked before the 

grammar splits, otherwise the derivation ‘crashes’ at PF. On the other hand, ‘weak’ 

features are phonologically invisible and only need to be checked at the level of LF. 

Based on the analysis proposed by Pollock (1989), Chomsky (1991: 422) hypothe-

sizes “that the AGR [= agreement, A.T.] element is ‘stronger’ in French than in Eng-

lish.” So, in other words, inflectional features of English and French differ in terms of 

strength. In particular, while the head of IP has a ‘strong’ feature of agreement in 

French, this position is associated with a ‘weak’ feature of agreement in English. 

Since ‘strong’ features are not legitimate objects at PF, the main verb must raise 
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overtly (i.e. before S-Structure) in French in order to ensure convergence at PF. By 

contrast, this overt raising is not forced for convergence in English. Since syntactic 

operations like movement are considered to be subject to economical conditions (in 

less technical terms, they are viewed as being ‘lazy’), the grammar does not check 

features unless it has to. Consequently, movement of the verb ‘procrastinates’ and 

thus takes place covertly (i.e. after S-Structure). When we apply the notation of 

Hornstein et al. (2005: 39) to our example, it can be shown that S-Structure and 

Logical Form are, with respect to the verb position, identical in French, whereas in 

English, D-Structure and S-Structure are identical: 

 

(19)   a.   D-Structure: 

          [IP Hans Inflstrong-V [VP souvent boit de la bière]] 

      b.   S-Structure/LF: 

          [IP Hans boit i + Inflstrong-V [VP souvent ti de la bière]] 

 

(20)   a.   D-Structure/S-Structure: 

          [IP Hans Inflweak-V [VP often drinks beer]] 

      b.   LF: 

          [IP Hans drinksi + Inflweak-V [VP often ti beer]] 

 

As demonstrated so far, the distinction of overt and covert movement that is neces-

sary for describing cross-linguistic variation within mainstream generative grammar 

does not require an extra level of representation like S-Structure. Instead of postulat-

ing movement rules that apply prior or after S-Structure, a technology based on fea-

ture strength coupled with the economy principle ‘Procrastinate’ can also account for 

variation. Note that in the context of challenging the necessity of a level like S-

Structure, the question is not whether a feature-based account is better or worse 

than earlier accounts that imply a level of S-Structure. As Hornstein et al. (2005: 42) 

point out, the above illustration merely aims at demonstrating “that we can deploy 

technology that is no less adequate and no less principled, but that does not need 

SS [= S-Structure, A.T.] at all.” Since empirical phenomena can thus be described by 

alternative tools for description, the level of S-Structure may be just a technical arti-

fact of GB theory. 
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   After having illustrated the view that S-Structure can, in principle, be dispensed 

with, let us now briefly look at one argument in favor of abandoning the level of D-

structure. One prominent empirical motivation for postulating D-structure is that it 

enables to account for the semantic differences between sentences like (21) and (8), 

repeated here for convenience as (22): 

 

(21)   Hans tries to drink beer. 

 

(22)   Hans seems to drink beer. 

 

In (21), Hans is understood to be connected semantically both to the verb try and to 

the verb drink. To put it succinctly, Hans is understood as both a ‘tryer’ and a 

‘drinker.’ By contrast, in (22), as already sketched in section 3.1, Hans is interpreted 

as playing only a semantic role that is associated with the embedded verb drink. In 

less technical terms, Hans is understood as a ‘drinker’ but not as a ‘seemer.’ As we 

saw in section 3.1, D-Structure serves as the starting point of the derivation, provid-

ing a pure representation of the grammatical relations (the ‘thematic properties’) of a 

sentence. Accordingly, the semantic differences mentioned above are postulated to 

be transparently represented at the level of D-Structure, which can be notated as 

follows (cf. Hornstein et al. 2005: 52): 

 

(23)   D-Structure: 

      [Hanstryer tries [PROdrinker to drink beerdrink]proposition] 

 

(24)   D-Structure: 

      [Δ seems [Hansdrinker to drink beerdrink]proposition] 

 

As (23) illustrates, the verb try requires two semantic roles, namely someone who is 

trying – Hans – and a proposition for a complement, that is, the action tried for. Like-

wise, the verb drink requires two roles, namely someone who is drinking and some-

thing to drink. These thematic properties are satisfied by beer – the ‘drink’ – and, 

according to GB theory, by the phonetically empty category ‘PRO,’ which will be 

coindexed with Hans in the course of the derivation. By contrast, in (24), the verb 
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seem takes a proposition for a complement, but it does not require a subject associ-

ated with any semantic role, as already mentioned in section 3.1. The verb drink, on 

the other hand, requires two semantic roles, a drinker (Hans) and a drink (beer), 

transparently indicated at the level of D-Structure, where Hans occupies the subject 

position of the embedded clause before this nominal element moves to the subject 

position of the matrix clause, thus leaving a trace. 

   Despite the virtue of D-Structure to depict crucial semantic differences between 

sentences like (23) and (24), there is, as Hornstein et al. (2005: 53-56) argue, an 

obvious redundancy in models that postulate this level of representation. Note first 

that, at D-Structure, understood as the pure representation of thematic properties, 

the so-called Theta-Criterion applies, requiring that “[e]ach argument bears one and 

only one θ-role, and each θ-role is assigned to one and only one argument” (Chom-

sky 1981: 36). Thematic properties of a structure must be, of course, preserved in 

the course of the derivation, since notions like agent, patient, etc. must be somehow 

accessible at LF, too, which is viewed as the input to semantic interpretation. So, if 

there is some principle at LF corresponding to the Theta-Criterion at D-Structure, 

then there is an unwanted redundancy in the system. If so, and, in Chomsky’s words, 

“[i]f the empirical consequences can be explained in some other way and D-structure 

eliminated, then […] the θ-Criterion can be dispensed with” (Chomsky 1993: 20). Let 

us now consider such an option of how the semantic differences between (21) and 

(22) can be explained in a different way. 

   Hornstein et al. (2005) claim, roughly speaking, that the system can tell adequate 

from inadequate representations by merely focusing on the different empty catego-

ries in each structure. Look at the following representations (for an analogous exam-

ple, see Hornstein et al. 2005: 54): 

 

(25)   a.   LF: 

          [Hansi tries [PROi to drink beer]] 

      b.  * LF: 

          [Hansi tries [ti to drink beer]] 

 

In (25a), the role ‘drinker’ was assigned to the empty category PRO, when it was 

merged with the embedded clause, and the thematic role ‘tryer’ was assigned to 
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Hans, when it was merged to the matrix clause. Thus, the subject positions of both 

verbs – drink and try – are filled. In (25b), by contrast, Hans receives the role of the 

‘drinker,’ when it merges with the embedded clause, but Hans cannot receive the 

role of the ‘tryer’ in the matrix clause, since this lexical item is connected to the ma-

trix clause by a movement operation and not by Merge. Given this account of sin-

gling out (25a) as the adequate representation at LF, Hornstein et al. (2005: 54) for-

mulate a general condition on grammatical operations that replaces the Theta-

Criterion, which operates at D-structure, with a principle that applies at the interface 

level LF: 

 

(26)   Theta-Role Assignment Principle 

      θ-roles can only be assigned under a Merge operation. 

 

This principle allows for distinguishing between structures like (23) and (24) by sim-

ply dictating that θ-roles can be assigned under Merge but not under a movement 

operation. By elaborating on this option, Hornstein et al. (2005) demonstrate that no 

‘extra’ level like D-Structure has to be postulated to account for structures like (23) 

and (24). With this option in mind, and recalling that also S-Structure can, in princi-

ple, be dispensed with, let us now turn to the general picture we arrived at thus far. 

   At the outset of this section, I pointed out that, assuming a condition of simplicity, 

the syntactic component, considered from a conceptual point of view, should only 

contain the interface levels LF and PF, which are necessary for relating the syntactic 

structure to meaning and sound, respectively. Based on the illustrations in section 

3.1, I demonstrated that the raison d’être of additional levels like D-Structure and S-

Structure lies in the desideratum to account for certain empirical phenomena. In the 

preceding paragraphs, however, it has been shown how prominent empirical phe-

nomena, originally motivating the postulation of D-Structure and S-Structure, are de-

scribed by assuming alternative tools of description that do not, from a conceptual 

point of view, require these ‘extra’ levels of representation. Consequently, according 

to the minimalist view, the only necessary levels of representation are the interface 

levels LF and PF. Put together, these considerations yield the minimalist model of 

the grammar that was assumed in the early 1990s, which can be illustrated as fol-

lows (cf. Jackendoff 2002: 110): 
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(27)        Lexicon 

 

       Merge + Movement 

 

          ‘Spell-Out’ 

 

         PF        LF 

 

According to this model, lexical items are selected from the lexicon,9 and Merge to-

gether with movement operations build the syntactic structures. At some point in the 

derivation, termed ‘Spell-Out,’ the syntactic computation must bifurcate to LF, ulti-

mately semantics, and PF, ultimately phonetics, since sentences are in effect finite in 

length. Note that this point of Spell-Out is regarded as being different from S-

Structure because, as linguists working within minimalism argue, “Spell-Out is not a 

level of representation. No conditions, principles, etc. can be forced to apply at that 

point” (Boeckx 2006: 80, emphasis in the original).  

   To conclude, the minimalist conception of derivations, relegating most (if not all) 

principles of GB theory to the interface levels LF and PF, differs crucially from pre-

ceding models. Specifically, different descriptive devices are postulated, and these 

new tools allow for abandoning the levels of D-Structure and S-Structure. So, even 

the illustration so far qualifies the claim, cited at the outset of the section, that “[t]he 

Minimalist Program […] assumes that the structures and derivations of Principles 

and Parameters Theory are essentially correct” (Culicover & Jackendoff 2005: 88). 

Crucially now, the changes sketched in this section have been already in place in the 

                                                
9 Strictly speaking, Jackendoff’s (2002) graphic illustration is inaccurate in this regard. 

Within minimalism, a syntactic derivation does not start with the lexicon itself but with a set 
of lexical items selected from the lexicon, with a ‘numeration,’ understood as “a set of 
pairs (LI, i), where LI is an item of the lexicon and i is its index, understood to be the num-
ber of times that LI is selected” (Chomsky 1995: 225). This ‘numeration’ replaces D-
Structure as the starting point of a derivation. However, it is not a level of representation, 
since it is not subject to certain linguistic conditions, as D-Structure is (e.g. to the ‘Theta-
Criterion’ mentioned above and to X-bar theory mentioned in section 2.1). Rather, the nu-
meration merely functions as the formal object that provides the relevant lexical items that 
feed the computational system. Such an object is necessary within a minimalist framework 
because, as we will see in the next section, derivations are compared for economy pur-
poses. Since, for obvious reasons, it only makes sense to compare derivations for econ-
omy purposes, if they start from the same numeration, this descriptive device can be re-
garded as a conceptual necessity. 
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early 1990s, at the time when the Minimalist Program began to take shape. Tellingly, 

as already mentioned, Jackendoff merely refers to this early developmental stage, 

even in his recent publications (cf. Jackendoff 2007: 37). However, the model intro-

duced so far has undergone further significant modifications. Let us take a closer 

look at these recent changes in the following section. 

 

 

3.2.2  Rethinking LF and PF 

As mentioned in the last section, the early minimalist model cited in Jackendoff’s 

publications is merely the starting point, the first conceptual consequence of applying 

conditions of simplicity to mentalist models of the human language faculty within 

mainstream generative grammar. By questioning the conceptual necessity of levels 

like D-Structure and S-Structure and by relegating the principles that operate at 

these levels to the interfaces, generative linguists let their focus shift more and more 

to the derivational process itself. As a consequence, one prominent issue in minimal-

ism is to compare derivations that start from the same set of lexical items, the same 

‘numeration,’ for economy purposes. These economy purposes concern issues like 

the number of derivational steps and the length of movement operations. Within 

minimalism, aspects of derivational economy and simplicity are crucial for the con-

vergence of a derivation, that is, for the two options that a derivation has: it can ei-

ther be interpreted at the interface levels LF and PF (thus converges), or it cannot be 

interpreted (thus ‘crashes’). Pushing this economical view further, Chomsky (1995: 

220) argues that “[l]ess economical computations are blocked even if they con-

verge.” Hence, according to this claim, even if two derivations that are compared 

with each other can both be interpreted at LF and PF, it might be that one of them 

manages to converge more economically than the other. To illustrate this, let me 

show you the following examples (cf. Chomsky 1995: 344): 

 

(28)   a.   There seems to be someone in the room. 

      b.  * There seems someone to be in the room. 
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Both derivations of the sentences given in (28) are regarded as starting with the 

same numeration, as (29) illustrates in set-theoretic format, in which a numeral index 

indicates the number of instances of a particular item available for the computation. 

For the sake of illustration, I will adopt the simplified notation of Lasnik et al. (2005: 

164), which ignores purely grammatical categories such as Tense: 

 

(29)   {there1, seems1, to1, be1, someone1, in1, the1, room1} 

 

The derivations of both (28a) and (28b) are considered to be identical up to the deri-

vational step that is represented in the following schema, in which the selection of a 

lexical item from the numeration is indicated by reducing its index by 1 (for a similar 

illustration of what follows, see Lasnik et al. 2005: 165-166): 

 

(30)   {there1, seems1, to0, be0, someone0, in0, the0, room0} 

 

 

to 

               be 

                someone 

                          in 

                              the       room 

 

However, the derivations of (28a) and (28b) differ from the next derivational step on, 

as shown in (31), where (31a) represents the next derivational step that is implied by 

(28a) and (31b) depicts the step that yields the ungrammatical structure (28b): 
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(31)   a.   {there0, seems1, to0, be0, someone0, in0, the0, room0} 

    

             there 

                     to 

                          be 

                           someone 

                                     in 

                                           the        room 

      b.   {there1, seems1, to0, be0, someone0, in0, the0, room0} 

 

            someone 

                      to 

                           be 

                                 t 

                                       in 

                                            the        room 

 

Let us study both derivations in detail. In (31a), the expletive there is merged in order 

to occupy the infinitival subject position, while someone remains in situ. By contrast, 

in (31b) someone is moved to the infinitival subject position, whereas there remains 

in the numeration. Once a specific option to occupy the subject position is taken, the 

next steps of the derivation, according to minimalist syntax, necessarily follow. So, 

after having merged the finite verb seems in (31a), the subject position of the matrix 

clause must be filled with there, since someone is not allowed to cross the interven-

ing expletive there, as (32) illustrates: 

 

(32)  * [someonei seems [there to be ti in the room]] 

 

Accordingly, there has to move and thus leaves a trace, which can be represented 

as follows: 
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(33)   a.   {there0, seems0, to0, be0, someone0, in0, the0, room0} 

    

  there 

                   seems 

                           t 

                                 to 

                                      be 

                                       someone 

                                                  in 

                                                        the       room 

 

By contrast, examine the steps following (31b). After having merged the verb seems, 

the expletive there can be merged to occupy the subject position of the matrix 

clause, only if there is available in the numeration. This can be depicted as in (34): 

 

(34)   {there0, seems0, to0, be0, someone0, in0, the0, room0} 

 

               there 

                   seems 

                     someone 

                                 to 

                                      be 

                                            t 

                                                  in 

                                                        the        room 

 

Since both derivations converge with respect to filling both the infinitival and the ma-

trix subject position, the question is why (28a) is grammatical and (28b) is odd. 

Chomsky’s suggestion is that the derivation that yields (28a) is more economical 

than the derivation underlying (28b). Note that looking at the whole derivation does 

not help us in this case, since both derivations, taken as a whole, contain the same 

number of steps. Accordingly, general criteria like length of derivation fail to capture 

the difference concerning grammaticality. Even if one adopts Chomsky’s (1995: 373) 
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view that, in contrast to movement operations, “Merge is costless, so it can apply 

freely,” we do not arrive at an adequate explanation, since both derivations contain 

exactly one movement operation. In order to explain, on economical grounds, why 

(28a) is fine and (28b) is ungrammatical, Chomsky adopts a more local, that is, a 

stepwise view of derivations. As the derivations differ from the steps (31a) and (31b) 

on, let us once again focus on these crucial points, where the two derivations split. 

   After the steps that were taken up to (30), there are, as noted above, only two 

options to fill the infinitival subject position: merging the expletive there or moving 

someone. Since the movement of someone, as argued within minimalism, is more 

costly, the most economical way to fill the infinitival subject position at this specific 

point of the derivation is merging there. So, as at this point the option of merging 

there is regarded as more economical than moving someone, the difference between 

(28a) and (28b) concerning grammaticality can be accounted for by referring to a 

criterion of derivational economy. That is, to put it simply, (28a) is fine because there 

is merged at this point, whereas (28b) is odd, since someone is moved at this spe-

cific stage of the derivation, although the more economical option of merging there 

would have been available. Note that it does not matter that, at the end of the deriva-

tion of (28a), there is moved from the embedded to the matrix sentence because, 

according to this strict stepwise view, derivational decisions are made locally. So, 

while the derivational step given in (31b) is an economy violation, the movement of 

there to the matrix subject position in (33a) works because no alternative to this op-

tion exists at this stage of the derivation. 

   With this preference for ‘Merge over Move’ and its local application in mind, let us 

now turn to the following case (cf. Castillo et al. 1999: 6), whose analysis will help to 

capture the need of reconsidering the early minimalist model of grammar with its two 

levels of representation, LF and PF: 

 

(35)   There was a rumor that someone was in the room. 

 

In this case, someone has moved to fill the subject position of the embedded clause, 

although the expletive there was present in the numeration and would have been 

available for insertion, as schematically shown in the following representation (for an 

analogous example, see Lasnik et al. 2005: 237-241): 
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(36)   {there1, was1, a1, rumor1, that1, someone0, was0, in0, the0, room0} 

 

         someone 

                  was 

                         t 

                               in 

                                   the        room 

 

According to the economy considerations discussed above, the derivational step in 

(36) should result in an ungrammatical sentence, since it seems to violate the econ-

omy-based preference ‘Merge over Move.’ However, (35), resulting from the deriva-

tional step schematized in (36), is perfectly fine. In order to explain constructions like 

(35), Chomsky (2000: 106) formulates an additional assumption concerning the na-

ture of numerations, or ‘lexical arrays’ (LAs), namely “that at each stage of the deri-

vation a subset LAi is extracted, placed in active memory.” In his discussion of such 

‘subnumerations,’ he introduces the term ‘phase’ to refer to syntactic objects (SO) 

derived from such subnumerations. So, in his words, he takes “a phase of a deriva-

tion to be an SO derived […] by choice of LAi” (Chomsky 2000: 106, emphasis in the 

original). Therefore, derivations proceed by phases, and each phase has its own 

subnumeration. When we apply this proposal to (35), the embedded clause is con-

sidered to have its own subnumeration, indicated by the following notation: 

 

(37)   {there1, was1, a1, rumor1, {that1, someone0, was0, in0, the0, room0}} 

 

According to (37), the expletive there is not present in the subnumeration that corre-

sponds to the embedded clause, and, accordingly, there is not available for lexical 

insertion at this point of the derivation. Consequently, the economy-based prefer-

ence ‘Merge over Move’ is not violated. After this illustration of rather ‘strong’ deriva-

tional thinking within recent mainstream generative linguistics, let us now broaden 

our presentation again and return to the issue of linguistic levels. 

   When we assume that the computation of convergence proceeds phase by 

phase, the model of the grammar no longer contains fully-fledged structures at the 

interface levels LF and PF, as postulated in the early minimalist model given in (27). 
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In other words, since computed phases are conceived of as already interpretable at 

the interfaces, there is not only one point of Spell-Out that hands the whole syntactic 

structure to LF and PF, but there are, depending on the number of phases, multiple 

points of Spell-Out handing over partial bits and pieces of structure to the interface 

components. So, while syntactic structures were hitherto considered to represent the 

whole sentence at some particular level of representation, it is now argued that only 

parts of these structures are represented at the interfaces. To put it differently, “while 

there are still what might be called PF and LF components, there are no levels of PF 

and LF” (Lasnik 2005: 82, emphasis in the original). Consequently, the grammar 

model resulting from these considerations can in effect be regarded as ‘level-free,’ 

as indicated in (38) by ‘lf’ and ‘pf’ in lower case (cf. Boeckx 2006: 77): 

 

(38)   

          lf          pf  

 

          lf          pf 

 

          lf          pf 

          .           . 

          .           . 

          .           . 

 

As we will see in chapter 5 of this thesis, this strong derivational perspective on the 

language faculty has changed the relation of syntactic computation to aspects of 

phonology and meaning substantially, thus challenging, as I will argue, the somehow 

antiquated notion of syntactocentrism provided by Jackendoff. Moreover and more 

importantly, this level-free architecture together with the minimalist conception of im-

poverished syntactic structures, sketched in section 2.1, entails significant points of 

convergence with theoretical alternatives to syntactocentrism – alternatives to which 

we now turn. 
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4.  Alternatives to Syntactocentrism 

The preceding chapter provided an illustration of the significant shift from representa-

tional to derivational syntactocentrism within recent mainstream generative grammar. 

As was argued in light of the conceptual changes sketched above, Jackendoff’s no-

tion of syntactocentrism can be regarded as antiquated, inasmuch as his discussions 

are based on a grammar model of the early 1990s. Since an up-to-date comparison 

of syntactocentrism with its theoretical alternatives must, in my view, incorporate the 

recent theoretical shift illustrated so far, one key to approach such a comparison has 

now been established. The other key, of course, is to study theoretical alternatives to 

syntactocentrism. In this chapter, therefore, I will present two prominent alternative 

approaches. In particular, I will first turn to approaches within the general movement 

of Cognitive Linguistics, whose scholars, over the years, compared to syntactocen-

trism, “went to the other extreme and denied syntax any independent role” (Jack-

endoff 2007: 43, emphasis in the original). Having illustrated this diametrically op-

posed view, I will then turn to Jackendoff’s own approach, the ‘Parallel Architecture,’ 

which can be regarded as an intermediate position between the two extremes Cogni-

tive Linguistics and syntactocentrism or, in Jackendoff’s (1996: 98) words, as an 

“appropriate middle ground.” In the final section of this chapter, given these alterna-

tive approaches to modeling the mental architecture of the human language faculty, I 

will provide a short outlook to perspectives of convergence between syntactocen-

trism and its theoretical alternatives. 

 

 

4.1  Cognitive Linguistics 

Of course, Cognitive Linguistics is not a monolithic approach. Rather, it can be char-

acterized as a general movement consisting of many different approaches. And yet, 

since it can be regarded as “a cluster of broadly compatible approaches” (Geeraerts 

& Cuyckens 2007: 3), there are some crucial assumptions that are widely shared 

among scholars that participate in that movement. In this section, for the sake of 

contrast to the syntactocentric view, I will focus on how syntactic representation is 

conceived of within Cognitive Linguistics and therefore, draw attention to so-called 
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‘construction grammar models,’10 commonly assumed within Cognitive Linguistics 

and particularly concerned with the nature of syntactic representation. 

   Historically, construction grammar models arose out of several problems in ana-

lyzing idioms within a syntactocentric framework. Since the meaning of idioms, such 

as kick the bucket (meaning: ‘die’), cannot, in the eyes of many, be derived by com-

positional rules of semantic interpretation like the ones sketched in section 1.3, 

Chafe (1968: 127) has already pointed out “the clear inability of generative syntax to 

account for a phenomenon as pervasive in language as idiomaticity.” Fillmore et al. 

(1988) argue that the pervasiveness of idiomaticity emphasized by Chafe strongly 

suggests that “[t]hose linguistic processes that are thought of as irregular cannot be 

accounted for by constructing lists of exceptions” (Fillmore et al. 1988: 534), as many 

linguists committed to syntactocentrism commonly do in order to explain these idio-

syncratic phenomena that contradict compositionality. For Fillmore et al., the absurd-

ity of excluding idiomatic expressions from the ‘core’ of the grammar by relegating 

them to the ‘periphery’ becomes clear in the case of idioms that are ‘formal’ to a 

greater or lesser degree instead of being ‘substantive.’ According to Fillmore et al. 

(1988: 505), substantive idioms are expressions whose “lexical make-up is (more or 

less) fully specified,” whereas formal idioms are ‘lexically open’ idioms, meaning that 

they allow for a wide range of possible items to instantiate the idiom and thus show a 

great deal of productivity. Concerning this point, look at some of their examples (cf. 

Fillmore et al. 1988: 505-512):11 

 

(1)   It takes one to know one. 

 

(2)   a.   He trips the light fantastic. 

     b.   They trip the light fantastic. 

                                                
10 Following Croft (2007: 463), I will set construction grammar in lower case, thereby indicat-

ing that the illustration in this chapter is not constrained to the specific theory originating in 
Fillmore et al. (1988) – ‘Construction Grammar’ – but rather aims at covering several theo-
ries of grammar within Cognitive Linguistics that assume the basic form of syntactic struc-
tures to be constructions. 

11 In presenting these examples, Fillmore et al. (1988: 512) use capital letters to mark main 
stress because they need this descriptive dimension for their in-depth analysis of ‘let alone 
constructions’ (cf. Fillmore et al. 1988: 510-533). Since I will not delve into this aspect of 
their detailed analysis, this representational device is omitted here. 
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(3)   a.   I blow/blew my nose. 

     b.   You blow/blew your nose. 

 

(4)   a.   I barely got up in time to eat lunch, let alone cook breakfast. 

     b.   I doubt you could get Fred to eat shrimp, let alone Louise squid. 

 

These examples show that differentiating between substantive and formal idioms “is 

actually a gradient or cline rather than a simple two-way distinction” (Fillmore et al. 

1988: 505, n. 3). In particular, example (1) illustrates a case of idiomaticity in which 

the lexical make-up is fully specified, that is, every lexical element is fixed. In (2), the 

idiomatic expression trip the light fantastic can also be regarded as highly fixed, ex-

cept for inflectional categories. So, both the singular (trips) and the plural inflection 

(trip) work well. By contrast, idioms like (3) do not only possess this inflectional flexi-

bility but also show flexibility regarding one argument of this expression because the 

‘nose possessor’ can vary, as (3a) and (3b) demonstrate. Concerning (4), Fillmore et 

al. (1988: 511) argue “that let alone sentences possess a collection of properties that 

is unique to this particular family of expressions,” and, accordingly, they regard these 

sentences as idiomatic expressions and thus as instances of one and the same con-

struction. As (4a) and (4b) indicate, let alone sentences have open slots for all cate-

gories, except for the connective let alone itself. So, regarding structures like (4a) 

and (4b) as formal idioms, Fillmore et al. (1988: 534) hypothesize that their approach 

could be “powerful enough to be generalized to more familiar structures, in particular 

those represented by individual phrase structure rules.” Adopting this suggestion, 

Goldberg (1995), for instance, claims that there are formal idioms whose elements 

are all lexically open. One instance discussed by her is the ‘ditransitive construction,’ 

as exemplified by the following sentence (for an in-depth analysis of this construction 

in English, see Goldberg 1995: 141-151): 

 

(5)   Hans gave Peter a beer. 

 

Instead of presupposing autonomous syntactic operations like the rewrite rules in (6), 

which generate a structure to be interpreted by semantics and phonology, Goldberg 

analyzes these rules as the most formal, that is, the most schematic constructions of 
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a language, as illustrated in (7), where the syntactic structure of this construction is 

analyzed as “a pairing between a semantic level and a syntactic level of grammatical 

functions” (Goldberg: 1995: 51): 

 

(6)   S → NP + VP 

   NP → (Det +) N 

     VP → V + NP + NP 

 

(7)   [Subj V Obj1 Obj2] 

     X CAUSES Y to RECEIVE Z 

 

Representations like (7) demonstrate the substitution of autonomous syntactic rules 

by means of schematic constructions. Hence, approaches like Goldberg’s exemplify 

that construction grammar models aim at a uniform representation of all grammatical 

knowledge in terms of generalized constructions and thus abandon the concept of 

postulating distinct components like the phonological, the semantic, and the syntactic 

component. Note that, by linking phonological, semantic, and syntactic information 

without supposing an autonomous rule component, constructions resemble lexical 

items within mainstream generative linguistics. However, they differ from lexical 

items in being not always atomic. So, as construction grammar models aim at a uni-

form representation format of both atomic and structurally more complex items, “lexi-

cal items […] may be viewed […] as constructions themselves” (Fillmore et al. 1988: 

501), and a single word is thus regarded as the smallest case of a construction. As a 

result, the syntactocentric distinction between syntax and lexicon – the syntax deals 

with multiword expressions generated by syntactic rules, whereas the lexicon pro-

vides fixed atomic elements – is replaced by a conception according to which “lexi-

con, morphology, and syntax form a continuum of symbolic units” (Langacker 1987: 

35). The notion of ‘symbolic unit’ is important here. Within construction grammar 

models, grammatical units such as morphemes, words, or phrases are viewed as 

fundamentally symbolic, that is, as (at least partially arbitrary) pairings of form and 

meaning. The following schema may help to bring out this symbolic conception of a 

construction (cf. Croft 2007: 472): 
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(8)                                                   CONSTRUCTION 

               Syntactic properties 

            Morphological properties                  FORM 

             Phonological properties 

                                                  Symbolic correspondence (link) 

               Semantic properties 

     Pragmatic properties                   MEANING 

          Discourse-functional properties 

 

 

This symbolic account of linking form and meaning is emphasized the most in ‘Cog-

nitive Grammar,’ one branch of Cognitive Linguistics. So, while mainstream genera-

tive grammar hypothesizes that linking form and meaning is accomplished by syntac-

tic operations, Langacker (1987: 76), who focuses on this linking, argues that the 

correspondence between form and meaning is due to “conventional symbolization of 

semantic structure.” In Cognitive Grammar, all aspects of grammatical structure are 

ultimately derived from a ‘semantic space,’ that is, in Langacker’s (1987: 76) words, 

from the part of “the multifaceted field of conceptual potential within which thought 

and conceptualization unfold.” So, for instance, consider phonological properties. 

Langacker argues that sounds are actually concepts, since “the cognitive represen-

tation of linguistic expressions derives most directly from auditory impressions, and 

only indirectly from the sound waves that give rise to these impressions” (Langacker 

1987: 78). More specifically, Langacker regards these conceptualized auditory im-

pressions as auditory ‘images’ that are used to categorize acoustic input. Note that 

these images are viewed as primary not only in the context of speech perception but 

also in the context of speech production, insofar as these cognitive representations 

determine the specific motor sequence associated with producing a specific sound. 

So, regarding sound as being derived from conceptual representations, Langacker 

(1987: 79) concludes that “phonological space should […] be regarded as a subre-

gion of semantic space.” Given this view that all structural properties of language can 

ultimately be derived from semantics, this version of Cognitive Linguistics can be 

viewed as diametrically opposed to syntactocentrism. Compared to this ‘semanti-
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cocentrism,’12 Jackendoff’s own proposal can be regarded as a less extreme alterna-

tive to syntactocentrism, as we will see in the next section. 

 

 

4.2  The Parallel Architecture 

As we saw in the previous section, the construction grammar model within Cognitive 

Linguistics rejects the concept of postulating a syntactic component that determines 

both phonology and semantics. More importantly, this approach abandons the com-

ponential model of grammatical knowledge as a whole and argues in favor of a uni-

form representation of this knowledge in terms of constructions. As I illustrated, 

some approaches like Cognitive Grammar, subscribing to this construction-based 

view, claim that every aspect of language can be derived from semantics and thus 

can be regarded as a diametrically-opposed alternative to syntactocentrism. Let us 

now turn to Jackendoff’s own approach. In contrast to theories committed to the 

framework of Cognitive Linguistics, Jackendoff does not reject the componential 

model of grammar because he assumes an autonomous syntactic component. Yet, 

unlike mainstream generative linguistics, he claims that both the phonological and 

the semantic component must be regarded “as generative completely on a par with 

syntax” (Jackendoff 1997: 39). To capture his account, let us consider his arguments 

for an independent role of both the phonological and the semantic component. 

Since, over the years, Jackendoff has provided various arguments in favor of this 

view, most of them repeatedly, I will limit myself to prominent examples presented in 

his most concise illustration (cf. Jackendoff 2003: 655-658). Let us begin with the 

phonological component. 

   According to Jackendoff, the assumption that the phonological component is a 

generative system in its own right, in many aspects independent of syntax, is mainly 

due to insights from phonological theory in the mid-1970s, when phonology “came to 

be thought of having its own autonomous structure, in fact multiple structures” (Jack-

endoff 2003: 655). When he speaks of ‘multiple structures,’ Jackendoff refers to such 

entities as segments, syllables, and intonational phrases, all investigated intensively 

in the period he is concerned with. Jackendoff argues that these structures do not 
                                                
12 To my knowledge, this term has so far only been used by van der Hulst (2006: 666), but in 

a slightly different context. However, to sharpen the contrast between Langacker’s ap-
proach and mainstream generative grammar, it may be, in my view, an appropriate term. 
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correspond one by one to the units proposed for the syntactic component. For a bet-

ter understanding, notice the mismatches between intonational phrases and syntac-

tic structures in the following example (cf. Jackendoff 2003: 656): 

 

(9)   a.   Syntactic Structure: 

[NP this] [VP is [NP the cat [CP that [VP chased [NP the rat [CP that [VP ate [NP the 

cheese]]]]]]]] 

 

     b.   Intonational Phrases: 

         [IntP this is the cat] [IntP that chased the rat] [IntP that ate the cheese] 

 

(9a) illustrates with the help of bracketing notation that, on the syntactic side, the 

sentence is a complex right-embedded structure. In particular, it contains two relative 

clauses – that caught the rat and that stole the cheese – each notated as ‘Comple-

mentizer Phrase’ (CP), since they are introduced by the complementizer that. These 

two CPs – with their own internal structure – are both hierarchically right-embedded 

constituents of the NP the cat, which is the complement of the verb is. In contrast to 

this complex embedding structure, consider now the flat prosodic structure of this 

sentence given in (9b). While the sentence is pronounced with a standard intonation, 

the prosody of the sentence is balanced into three intonational phrases (IntP), indi-

cating a pause between the three units. At first sight, the intonational structure 

seems to be determined by syntactic structure, since its boundaries fall at the begin-

ning of major syntactic constituents. Yet, the ends of the IntPs, as the comparison of 

(9a) and (9b) makes clear, do not always correspond to the ends of the correlating 

syntactic constituents. Based on this observation, Jackendoff argues that the 

phonological component must contain principles for prosodic structuring that are in-

dependent of syntactic structure – for example, a tendency to generate structures 

according to rhythmicity or, to be more specific about our example, a preference for 

parallelism. All in all, based on this case and further examples, Jackendoff (2003: 

657) concludes “that phonological structure is not just a passive hand-me-down de-

rived from low-level syntax – it has its own role in shaping the tonality of linguistics 

structure” and thus can be regarded as an autonomous generative system. 

   Let us now turn to the semantic component. According to Jackendoff, this com-

ponent must be conceived of as an independent generative system, too. Analogous 
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to multiple structures postulated for the phonological component, he claims that se-

mantics can be factored into independent structures as well. To illustrate his reason-

ing, let us focus on the first argument he gives in favor of this view. Consider the fol-

lowing sentences, where capital letters indicate main stress (cf. Jackendoff 2003: 

657): 

 

(10)   a.   The BEAR chased the lion. 

      b.   The bear chased the LION. 

      c.   The bear CHASED the lion. 

 

As (10) shows, in addition to the level of propositional structure, which, roughly 

speaking, encodes the information of ‘who did what to whom,’ there is also the level 

of information structure, encoding the fact that, as Halliday (1967: 242) defines it, 

 

the speaker maps on to the clause, as defined in sentence structure, a struc-
ture of a different kind in terms of information units, by which he organizes the 
discourse into message blocks and specifies the status of the components of 
the message as new information or otherwise. 

 

While we suppose the partitioning of the message, which is conveyed by sentences, 

into ‘new’ versus ‘old’ information as a level of the semantic component, the sen-

tences given in (10) demonstrate, as Jackendoff argues, that changes concerning 

this level of the semantic component do not show up in syntax at all. In particular, 

while the propositional structures in (10a)-(10c) are identical, the element interpreted 

as providing new information (the ‘focus’) is different: in (10a), the element inter-

preted in this way is the bear, in (10b) it is the lion, and in (10c) it is the verb chased. 

Based on this simplified illustration of information structural properties of a sentence, 

Jackendoff (2003: 658) concludes “that there are aspects of semantics that have no 

impact on syntax.” 

   On the basis of other cases, provided to underline the independence of the se-

mantic component, and by referring to his argumentation concerning the independ-

ence of the phonological component, Jackendoff, for over ten years now, argues for 

a conception of grammar according to which “[t]he grammatical structure of a sen-

tence can be regarded as a triple” (Jackendoff 1997: 38). According to this view, 
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three independent components must be postulated in the overall picture of the 

grammar. This can be graphically depicted as the so-called ‘Parallel Architecture’ (cf. 

Jackendoff 2003: 659): 

 

(11)     Phonological              Syntactic                Semantic 

         formation                formation                formation 

           rules                    rules                    rules 

 

        Phonological             Syntactic               Semantic 

   structures               structures               structures 

 

  Interface               Interface 

 

                                  Interface 

 

The model given in (11) contains three independent generative components of for-

mation rules – the phonological, the syntactic, and the semantic formation rules – 

each determining their own type of structure. These structures are linked by interface 

components, which can be viewed as rules that determine the specific linking at 

each interface. One example for a rule linking semantic and syntactic structures is 

the ‘Theta-Criterion,’ already mentioned in section 3.2.1, which dictates that each 

syntactic argument must bear one and only one θ-role, and each θ-role is assigned 

to one and only one argument. Since Jackendoff, as I indicated by having presented 

two of his major examples, hypothesizes that such an isomorphism does not exist in 

every case, he claims that several aspects of each of the three structural compo-

nents are ‘invisible’ for the interfaces, thereby supporting his view that each of the 

three components plays a rather independent role in the grammar. 

   In addition to the independence that is hypothesized with respect to the 

phonological and the semantic component, one significant aspect, distinguishing this 

model from syntactocentric models, is that there is no lexicon component that serves 

as the input for syntactic derivations. As already proposed by Jackendoff (1997), a 

lexical element is, according to his approach, regarded as a triple of phonological,
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syntactic, and semantic features, which can be formalized as follows (cf. Jackendoff 

1997: 89): 

 

(12)     Wdi             Ni           [Thing TYPE: CAT]i 

 

       k æ  t           count 

                       sing 

 

According to (12), lexical items consist of a feature set that can be represented for-

mally as a triple. Specifically, every structure of that triple is associated with an index 

(‘i’) that indicates the correspondence relations between the structures. So, when we 

return to the overall picture of the Parallel Architecture given above, it is essential 

that “a lexical item is to be regarded as a correspondence rule, and the lexicon as a 

whole is to be regarded as part of the interface modules” (Jackendoff 1997: 89, em-

phasis in the original). In other words, in contrast to the different syntactocentric 

models sketched in chapter 3, lexical items are viewed as not belonging to a sepa-

rate component (the ‘lexicon’) that is added to the syntactic rules and principles of 

the grammar. Rather, lexical items are regarded as rules themselves. Crucially now, 

elements like idioms, mostly considered to be problematic cases within a syntacto-

centric framework, can be easily accounted for by regarding them as lexical entries 

that are larger than words and coindexed in a special way. In more precise words, 

look at, for instance, the idiom kick the bucket once again. Since its meaning, ac-

cording to Jackendoff, cannot be derived compositionally, an account of inserting 

individual words independently, complete with their meanings, is not an adequate 

solution to account for such items because in cases like kick the bucket, the individ-

ual words can be regarded as having no meaning in isolation. Now, within the 

framework of the Parallel Architecture, kick the bucket can be represented as follows 

(cf. Jackendoff 1997: 169): 
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(13)    Wdi     Clj       Wdk             VPx                [DIE([    ]A)]x 

 

       k ɪ k     ð %      bʌk%t         Vi        NP 

 

                                        Detj       Nk 

 

According to this representation, the whole VP kick the bucket is treated as a lexi-

cally listed unit that is coindexed with the phonological structure – containing two 

phonological words (Wds) and the clitic (Cl) the – in a ‘normal’ way, but that is coin-

dexed as a whole (by the subscript ‘x’) with the semantic structure, which contains 

the concept DIE and an empty argument slot, subscripted ‘A.’ So, the interface rules, 

in this case, lack indices that connect individual words to individual parts of the se-

mantic structure. Note that, by postulating that lexical elements account for matching 

sound and meaning, Jackendoff advances a view according to which “[a] strict sepa-

ration of lexicon and grammar, like a strict separation of word lexicon and idiom lists, 

may prove to be but a methodological prejudice” (Jackendoff 1995: 155-156). Given 

this aspect of Jackendoff’s theory, proponents of construction grammar models have 

already pointed out that by developing and spelling out his Parallel Architecture, 

Jackendoff “is apparently moving in the direction of construction-based grammar, 

which makes the ‘interface’ the heart of the entire grammar” (Goldberg 1996: 14). 

Nonetheless, since Jackendoff proposes an independent syntactic component, his 

account does not truly fit to construction grammar models and can therefore better 

be characterized as an intermediate position between models of grammatical knowl-

edge within Cognitive Linguistics, and conceptions within mainstream generative 

grammar. As, to me, this mediating enterprise seems to be worth pursuing, the re-

mainder of the chapter provides a short reflection on perspectives of convergence 

between syntactocentrism and its theoretical alternatives. 
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4.3  Syntactocentrism and its Alternatives: Perspectives of Convergence 

One of the aspects characterizing Jackendoff’s work over the years is his impetus “of 

restoring some degree of much-needed unity to the field of linguistics” (Jackendoff 

2002, xii). He places a premium on this unity, since, throughout his work, he is con-

cerned with the integration of linguistics with other areas of cognitive science. Since 

most of his publications are explicitly addressed at an interdisciplinary audience, his 

attitude of taking into account insights from a variety of linguistic and non-linguistic 

disciplines is widely accepted as “a unifying starting point” (Ritter 2005: 121) to dis-

cuss and further strengthen the role of linguistics within cognitive science. Accord-

ingly, on general grounds, his open-mindedness to both Cognitive Linguistics and 

mainstream generative grammar seems to be worth supporting. Adopting this open-

mindedness, one can indeed argue that syntactocentrism and its theoretical alterna-

tives share not only their history (cf., e.g., Harris 1993) but also, if only at a highly 

abstract level, their general conceptual underpinnings. So, as already indicated at 

the beginning of this thesis, Goldberg (2006: 4), referring to constructionist ap-

proaches and mainstream generative grammar, points out that “[b]oth approaches 

agree that it is essential to consider language as a cognitive (mental) system,” and 

Fillmore et al. (1988: 501) explicitly situate their approach “in the broad generative 

tradition.” Promoting a dialogue between these approaches, as Jackendoff steadily 

does, is, therefore, a quite realistic enterprise worth endorsing. 

   However, as the illustration of recent syntactocentrism in chapters 2 and 3 has 

already demonstrated, Jackendoff is not always aware of current developments 

within mainstream generative grammar, thus causing linguists working within that 

framework to note that “Jackendoff often operates with antiquated notions of gram-

mar” (Boeckx & Piattelli-Palmarini 2007: 406). On the other hand, proponents of ap-

proaches that are situated within Cognitive Linguistics point out, in a similar manner, 

that they are “struck by the lack of understanding Jackendoff brings to topics in 

which we ourselves are far more deeply immersed” (McClelland & Bybee 2007). To 

put it succinctly, Jackendoff seems to be caught in the middle. 

   Of course, to keep up with the rapidly growing literature in all areas of the differ-

ent approaches we touched on so far is beyond anyone’s ability. In this thesis, as 

chapters 2 and 3 make most clear, my aim is to amend some of Jackendoff’s asser-

tions regarding recent syntactocentrism. However, instead of claiming that the alter-
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native descriptions he provides are essentially misguided, I argue that, once the 

consequences of the major changes within syntactocentrism are taken seriously, 

some (not all!) of Jackendoff’s objections to this view of grammar disappear. In order 

to explore this hypothesis in detail in the next chapter, I will focus on one specific 

issue presented by Jackendoff as a crucial argument in favor of the Parallel Architec-

ture: the place of information structure within the grammar. After the reevaluation of 

Jackendoff’s argument in light of recent syntactocentric analysis provided for phe-

nomena associated with this issue, I will then turn to some final considerations con-

cerning points of convergence between recent syntactocentrism and Cognitive Lin-

guistics – certainly the more complex case to explore. 
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5. Derivational Syntactocentrism and the Parallel Architecture: 

Approaches to the Pragmatics of LP-Movement in German 

We ended the last chapter with the general perspective of bridging the gulf between 

syntactocentrism and its theoretical alternatives. Specifically, I argued that it seems 

worth evaluating the relation between these different theoretical views in light of the 

amended notion of syntactocentrism developed in chapters 2 and 3. Since Jackend-

off’s Parallel Architecture, as we argued, can be regarded as an intermediate posi-

tion between syntactocentrism and other alternatives like Cognitive Linguistics, his 

approach seems to be a good starting point to explore the relation between recent 

syntactocentrism and its theoretical alternatives. As we saw in section 4.2, one ar-

gument that Jackendoff gives in favor of the Parallel Architecture concerns the in-

formation structure of a sentence. In this chapter now, I argue that by adopting the 

recent derivational view of grammar within syntactocentrism, some approaches to 

information structural properties of a sentence within mainstream generative gram-

mar show significant points of convergence with the conceptual underpinnings of 

accounting for this phenomenon within the framework of the Parallel Architecture. 

   To explore this hypothesis, I will bring down the comparison of recent syntacto-

centrism and the Parallel Architecture to tractable size by focusing on the analysis of 

one specific phenomenon, namely the pragmatics of left-periphery-movement (LP-

movement) in German, a topic that is described in discourse-related, information 

structural terms in the literature. Since, as we already saw in chapter 3, recent deri-

vational approaches within syntactocentrism define themselves via modifying as-

pects of preceding models, I will first illustrate a prominent representational account 

– the ‘cartographic approach’ – of LP-movement in German. After I will have outlined 

the general representational framework and after I will have sketched a specific 

analysis of LP-movement in German that is committed to this framework, I will point 

out essential problems this approach faces. With this in mind, in section 5.2, I will 

outline a recent derivational analysis of LP-movement in German. Based on this il-

lustration, I will finally show that recent derivational approaches within syntactocen-

trism share crucial assumptions regarding the place of information structure in the 

grammar with frameworks like the ‘Parallel Architecture.’ Before we begin to argue 

towards this conclusion, let me first briefly recall the phenomenon that Jackendoff 
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cites in favor of the Parallel Architecture, as we saw in section 4.2, and that I will be 

concerned with in this chapter. 

   Since the extensive literature on information structure has established several 

categories such as focus, presupposition, topic, comment, theme, rheme, etc., thus 

demonstrating that “[t]here is no consensus on what and how many categories of 

information structure should be distinguished, or how these can be identified” (Büring 

2007: 445), I will limit myself, as a first approximation, to Jackendoff’s perspective on 

this issue. Although we have already presented examples in section 4.2, let us con-

sider a more illuminating illustration of focus phenomena, in which Jackendoff uses 

question-answer pairs (cf. Jackendoff 2002: 408-409). In the following examples 

from English, prosody plays a central role in the expression of information structure 

(as it does in German, as we will see in the following sections). Again, like in the ex-

amples in section 4.2, words bearing a focal stress are marked with capitals: 

 

(1)   J:  Who went to the party? 

     K: a.  PAT went to the party. 

        b. * Pat went to the PARTY. 

 

(2)   J:  Where did Pat go? 

     K: a.  Pat went to the PARTY. 

        b. * PAT went to the party. 

 

In these examples, one part of K’s answer corresponds to the wh-element in J’s 

question. Crucially now, only this corresponding piece can be stressed in the an-

swers given in (1) and (2). In particular, the question in (1) can be answered with 

(1a) and not with (1b). Likewise, (2a) works fine, given the question Where did Pat 

go?, whereas (2b) is odd in this context. Referring to cases like (1) and (2), Jack-

endoff argues, as I have already mentioned, that “there are aspects of semantics 

that have no impact on syntax but do have an effect on phonology” (Jackendoff 

2003: 658, emphasis in the original). Accordingly, following Jackendoff’s argument, 

these cases seem to require a direct phonology-semantics interface, postulated in 

the Parallel Architecture but denied within syntactocentric approaches, according to 
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which phonology and semantics are mediated by the syntactic component. Concern-

ing information structural properties of sentences, this mediation is traditionally ac-

counted for by encoding properties of information structure in the syntactic represen-

tation – an approach that we now turn to. 

 

 

5.1  The Representational View: The Cartographic Approach 

Within generative grammar, Jackendoff was one of the first scholars who was con-

cerned with issues raised by examples like the ones cited above. In particular, Jack-

endoff (1972: 230) uses the term ‘focus of a sentence’ to denote newly-supplied in-

formation, that is, “the information in the sentence that is assumed by the speaker 

not to be shared by him and the hearer.” In contrast to that, the remaining part of the 

sentence is referred to as the ‘presupposition of the sentence,’ thus as “information 

in the sentence that is assumed by the speaker to be shared by him and the hearer” 

(Jackendoff 1972: 230). Jackendoff was also the first to suggest an encoding of no-

tions like focus in the syntactic representation. Specifically, he introduced “a syntac-

tic marker F which can be associated with any node in the surface structure” (Jack-

endoff 1972: 240). So, in case of (1a), repeated here for convenience as (3), the syn-

tactic surface representation can be notated as follows (cf. Jackendoff 1972: 273): 

 

(3)   PAT went to the party. 
 

(4)   [S [ NP  PAT [VP went [PP to [NP the party]]]]] 
          F 

 

As shown in (4), the syntactic representation contains a formal device to trigger both 

the prosodic aspects of focus and the focus interpretation of the relevant constituent 

in the semantics of the sentence. However, as cases like (3), expressing focus 

through prosody alone, demonstrate best, the syntactic feature [F], assumed within 

several syntactocentric models, merely provides a device to pass information from 

semantics to phonology. Accordingly, Jackendoff (2002: 409) concludes “that a syn-

tactic feature [+F] is simply an artifact of syntactocentrism, the assumption that eve-

rything in meaning has to be derived from something generated in syntax.” 
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   However, while Jackendoff has replaced such ‘mediating’ devices with the postu-

lation of a direct phonology-semantics interface within his Parallel Architecture, many 

approaches within mainstream generative linguistics are still committed to the gen-

eral representational view that notions of information structure have to be encoded 

somehow in the syntactic representation. Moreover, many theoretical accounts do 

not merely encode information structural notions in terms of diacritics, which are as-

signed to the output, that is, to the surface representation at the end of the syntactic 

derivation (for a recent approach following this general idea of Jackendoff’s early 

proposal, see, e.g., Zubizarreta 1998). Rather, these accounts consider information 

structural properties to be encoded in the syntax as formal categories present and 

actively determining the syntactic derivation. This branch of mainstream generative 

linguistics aims at representing every conceivable interpretive aspect in terms of syn-

tactic structures, or, to put it more metaphorically, it attempts “to draw maps as pre-

cise and detailed as possible of syntactic configurations” (Cinque & Rizzi 2010: 51) – 

thus the name ‘cartographic approach.’ To capture the logic of this approach, let us 

study its foundations. 

   One important step towards the cartographic approach was the extension of X-

bar theory to so-called ‘non-lexical elements’ of the clause, an idea that was first 

suggested by Chomsky (1986a). In the mid-1980s he focuses on the distinction be-

tween lexical categories, like noun, verb, adjective, and preposition, and non-lexical 

(also termed ‘functional’) categories, like complementizer (C) and inflection (I). Re-

member from section 2.1 that, within X-bar theory, the symbols NP, VP, AP, and PP 

are used to denote maximal projections of lexical categories. Now, Chomsky argues 

that the clausal categories S, denoting matrix clauses, and S’, denoting subordinate 

clauses that are introduced by a complementizer, can be replaced by IP and CP, 

which can be represented as follows (cf. Chomsky 1986a: 3): 

 

(5)   a.   S = IP = [Spec [I’ [VP V …]]] 

     b.   S’ = CP = [Spec [C’ C IP]] 

 

Accordingly, when we adopt the suggestion “to extend conventional notation for the 

lexical categories to the nonlexical ones” (Chomsky 1986a: 3) and presuppose the
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general X-bar schema for lexical categories sketched in section 2.1, the clausal 

structure can be roughly represented as follows: 

 

(6)           CP 

 

       Spec       C’ 

 

             C         IP 

 

                Spec        I’ 

 

                       I        VP 

 

Crucially now, once the ‘IP-zone’ and the ‘CP-zone’ were isolated, the cartographic 

idea of drawing more precise ‘maps’ of IP and CP arose, and it was thus argued to 

split the functional projections IP and CP into more elementary elements. The first 

proposal to enrich the representational devices of the X-bar schema in this way con-

cerned the splitting of IP, as Pollock (1989) suggested in his discussion of verb 

movement in French and English. 

   Pollock (1989) claims that a single head within IP cannot account for the different 

positions that infinitival and finite verbs can occupy in French. To capture Pollock’s 

proposal, recall from section 3.2.1 that he regards the structure in (7), in this case 

supplemented with the optional negative adverb pas, as the D-Structure, hence as 

the starting point of the derivation (cf. Pollock 1989: 366): 

 

(7)   [IP NP I (pas) [VP (Adv) V …]] 

 

With this assumption in mind, let us now examine the following examples (cf. Pollock 

1989: 377-379), containing both a negative and a VP-initial adverb: 

 

(8)   a.   Il ne perd pas complètement la tête pour les belles étudiantes, c’est bien. 

     b.  * Il ne pas complètement perd la tête pour les belles étudiantes, c’est bien. 
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According to (8), the movement of the finite verb (perd) to I, as in (8a), is obligatory 

in French. If the finite verb remains in situ, as in (8b), the clause is ungrammatical. 

Now, with this rule in mind, look at the following examples: 

 

(9)   a.   Ne pas complètement perdre la tête pour les belles étudiantes, c’est bien. 

     b.  * Ne perdre pas complètement la tête pour les belles étudiantes, c’est bien. 

     c.   Ne pas perdre complètement la tête pour les belles étudiantes, c’est bien. 

 

In the case of infinitives, unlike in cases involving finite verbs, the verb (perdre) may 

remain in situ, as shown in (9a). If the nonfinite verb perdre moves to I across the 

negative pas, the clause becomes ungrammatical, as (9b) illustrates. However, the 

infinitive can be moved to a higher position across VP-initial adverbs like complète-

ment, as (9c) demonstrates. Since this optional movement is possible, the move-

ment operation involved in (9c), as Pollock argues, must target some intermediate 

position between the negative adverb (pas) and the VP-initial adverb (complète-

ment). So, based on observations like this, Pollock claims that the category I must be 

splitted in order to have both a position in front of pas and a position between pas 

and the VP-initial adverb. In particular, he hypothesized that the ‘short’ movement of 

the infinitive verb illustrated in (9c) targets the head ‘Agreement’ (Agr) and that the 

‘long’ movement of finite verbs, as illustrated in (8a), targets the head ‘Tense’ (T). 

When we adopt this splitting of the functional projection IP, the resulting structure of 

the clause can be represented with the following schema, in which a Negation 

Phrase (NegP) is added to account for the negative adverb pas (cf. Pollock 1989: 

397): 
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(10)         CP 

 

      Spec        C’ 

 

             C        TP 

 

                Spec       T’ 

 

                      T      NegP 

 

                         Spec     Neg’ 

 

                              Neg      AgrP 

 

                                  Spec       Agr’ 

 

                                        Agr       VP 

 

Knowing this approach of dissolving IP into more elementary functional projections, 

let us now turn to first attempts to split the CP-domain, which introduces the general 

idea of postulating dedicated categories for information structural notions in the syn-

tactic representation. 

   In his extensive discussion of the CP-domain, Rizzi (1997) suggests that a single 

head within this domain (viz. C) is not enough to account for the left periphery of the 

clause, given the different interpretive imports hosted in this pre-IP-zone. The first 

interpretive import Rizzi discusses is the widely-assumed aspect that “C is basically 

an indicator of mood or force […]: declarative, interrogative, and so on” (Chomsky 

1995: 240) and thus determines clause types. To make this ‘specification of force’ 

more concrete, consider the following examples, in which the choice of the comple-

mentizer whether results in an interrogative and the choice of that in a declarative: 

 

(11)   a.   (I wonder) whether Hans drank beer. 

      b.   (I know) that Hans drank beer. 
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In addition to this ‘specification of force,’ the second kind of informational contribution 

of the C-domain concerns the fact that a complementizer is connected to certain 

properties of the verbal system. For example, since “COMP may be realized as that 

before tensed sentences and as for before infinitives” (Chomsky & Lasnik 1977: 

434), the choice of the complementizer co-occurs (in English) with the choice of a 

tensed or an infinitival verb. Yet, based on Italian data, Rizzi (1997: 283) argues that 

“the ‘temporal’ properties encoded by C are very rudimentary,” for a complementizer 

can co-occur with many tenses in Italian. Therefore, he claims that “C expresses a 

distinction related to tense but more rudimentary than tense and other inflectional 

specifications on the verbal system: finiteness” (Rizzi 1997: 284). When we adopt 

this assumption that the C-system merely expresses an abstract specification of ‘fi-

niteness’ (Fin) and put this together with the property of specifying the ‘force’ of a 

sentence, the structural representation of CP, as a first step, can be dissolved into a 

force-finiteness system, as illustrated in the following schema: 

 

(12)       ForceP 

 

      Spec       Force’ 

 

              Force      FinP 

 

                    Spec      Fin’ 

 

          Fin        IP 

 

Crucially now, as Rizzi (1997) argues, also information structural notions are en-

coded in the C-domain. Look at the following examples (cf. Rizzi 1997: 286): 

 

(13)   [ Il   tuo    libro]i   lo  ho  letto    ti 

       the  your  book   it  I    read 

      ‘As for your book, I read it.’13 

                                                
13 Throughout the thesis, I will provide glosses and translations of examples taken from lan-

guages other than English and French, as is common in most of the literature I rely on. In 
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(14)   [ IL   TUO  LIBRO]i  ho  letto    ti  (  non  il    suo) 

       the  your  book     I    read      (  not   the  his) 

      ‘I read your book.’14 

 

In both cases, the phrase il tuo libro is preposed, that is, has moved to the left pe-

riphery of the clause, thereby receiving some discourse-relevant interpretation. In 

particular, in (13), il tuo libro expresses the topic, that is, roughly speaking, informa-

tion available and salient in previous discourse. In this case, the rest of the sentence 

expresses new information predicated of the topic (the ‘comment’). In (14), unlike in 

the case of (13), il tuo libro bears focal stress and expresses new (contrastive) in-

formation, indicated by the possible Italian expansion non il suo. So, since (14) im-

plies that the hearer believes that the speaker has read something different from the 

hearer’s book, the speaker corrects the hearer’s believe by uttering (14). While il tuo 

libro is the (contrastive) focus, the rest of the sentence expresses given information, 

presupposed by the speaker to be shared with the hearer.15 

   So, in sum, the topic-comment and the focus-presupposition articulation can be 

regarded as two different interpretive options with respect to the left periphery of the 

Italian clause. Accordingly, Rizzi (1997: 286-287) extends the C-domain by postulat-

ing two more functional projections, as shown in (15) and (16): 

 

(15)        TopP 

 

      Spec     Top’ 

 

          Top     Complement 

 
                                                

providing the glosses, I will abstract away from grammatical markers like Case or Tense, 
as they are not relevant in the contexts wherein the given examples are provided. 

14 For the sake of consistency, I will not translate the specific information structural proper-
ties of examples that involve a contrastive or focal interpretation into English by means of 
cleft constructions or the like. Since such translations are impossible in case of some ex-
amples provided in later parts of this thesis and since these interpretive aspects are also 
omitted in the translations provided by the literature I will be concerned with, I will limit my-
self to bring out these special interpretive properties by discussing them in the text. 

15 Since it makes no difference for the point to be made in this section, I abstracted away 
from the fact that the two structures discussed are not only formally distinguished concern-
ing their prosodic properties but also with respect to the clitic lo (for elaboration on this as-
pect, see Rizzi 1997: 285-286 and references therein). 
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(16)         FocP 

 

       Spec      Foc’ 

 

            Foc     Complement 

 

According to Rizzi (1997), the head ‘Top’ takes the topic as its specifier and the 

comment as its complement. Likewise, the specifier of the schema given in (16) 

hosts the focal element, while the complement of the head ‘Foc’ is the presupposi-

tion. So, in addition to the force-finiteness system sketched above, Rizzi argues for a 

topic-focus field in the left periphery of the clause. Consequently, the articulated 

structure of the complementizer system proposed by Rizzi can be represented as in 

the following schema, in which ‘*’ indicates that the node is recursive (cf. Rizzi 1997: 

297): 
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(17)       ForceP 

 

       Spec       Force’ 

 

              Force     TopP* 

 

                    Spec      Top’ 

 

                          Top        FocP 

 

                                 Spec      Foc’ 

 

                                      Foc      TopP* 

 

                                           Spec     Top’ 

 

                                                Top       FinP 

 

                                                     Spec      Fin’ 

 

                                                          Fin        IP 

 

Rizzi (1997) provides many arguments for why a clause can contain several topics – 

as marked by ‘*’ – and only one focal element, for why the focalized element can be 

both preceded and followed by topics, and he also provides evidence for situating 

the topic-focus field between the force-finiteness system. However, a detailed expo-

sition of his arguments, based on a large amount of data from Italian, would take me 

too far afield. My aim was merely to illustrate the general idea of drawing ‘structural 

maps’ by splitting the functional projections of the clause, as initiated by Pollock’s 

(1989) proposal concerning IP and Rizzi’s (1997) approach to the CP-domain. With 

this general conception in mind, let us now focus on a cartographic approach to in-

formation structural properties of the German left periphery. 
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5.1.1  A Cartographic Analysis of LP-Movement in German 

As we saw in the previous section, the cartographic approach to syntactic structures 

attempts to draw detailed ‘maps’ of syntactic configurations. In doing so, proponents 

of this approach have shown how functional projections can be dissolved into more 

precise representations. The initial impulse for splitting functional projections came 

from closer investigations of IP. However, it was argued soon that a splitting of CP 

into more elementary elements should be put forward, given the different interpretive 

imports that are hosted in the left periphery. Having introduced the general concep-

tion of this approach and how it is applied to the left periphery of the clause, let us 

now examine a cartographic analysis of pragmatic properties of LP-movement in 

German. 

   As for German, it is a long-established view within generative linguistics that in 

light of early investigated “fronting processes as […] topicalization” (Thiersch 1978: 

85), the left periphery of the clause structure hosts pragmatically relevant elements 

that are associated with information structural notions. In the following, I will focus on 

one particular approach that adopts the cartographic view to analyze the pragmatics 

of the German left periphery. In particular, Frey (2004a et seq.) argues for an addi-

tional functional projection in the CP-domain that accounts for the contrastive inter-

pretation some elements are argued to receive, when they are moved to the left pe-

riphery. To capture his argument, we must first study the different options of move-

ment to the German left periphery that he proposes.  

   Frey (2004a) claims that there are basically two types of movement for filling the 

left periphery in German: ‘Formal Movement’ and a movement operation resulting in 

the contrastive interpretation of the moved element. Let us first look at the operation 

of Formal Movement. The following example, taken from Frey (2004a: 3), may help 

to bring out the crucial aspects of this movement type: 

 

(18)   In  Europa  spielen  Jungen  gerne  Fußball. 

      in  Europe  play     boys    Adv.   football 

      ‘In Europe, boys like to play football.’ 

 

In (18), the constituent in Europa is regarded as unmarked, that is, it is neither inter-

preted contrastively nor receives prominent stress. Now, Frey (2004a) argues that 
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fronting the adverbial in a sentence such as (18) is obtained by Formal Movement. 

The movement in Europa has undergone is viewed as purely formal because it only 

took place to meet the formal condition of filling a specific position in the left periph-

ery that has to be occupied in a German verb-second clause. Note that in most 

cases of German verb-second clauses this requirement is fulfilled by moving the 

subject of the clause to this position, which is the specifier of CP, as indicated in 

(19), where the example in (18) is modified by leaving out the adverbial in Europa 

and (19a) represents the starting point of the derivation: 

 

(19)   a.   [CP [C (dass (‘that’)) [IP die Jungen [VP gerne Fußball spielen]]]] 

      b.   [CP die Jungeni [C spielenj [IP ti [VP gerne Fußball tj]]]] 

 

It was Bhatt (1999) who first pointed out that in verb-second clauses not only sub-

jects but also other (non-subject) elements such as “adverbs can appear clause-

initially without any focal stress associated with them” (Bhatt 1999: 89). According to 

Bhatt, this is due to the so-called ‘Minimal Link Condition.’ That is, in order to meet 

the formal condition of filling the specifier of CP, “the derivation will choose the […] 

candidate closest to the target” (Bhatt 1999: 89). In other words, the highest con-

stituent of the IP-zone is chosen to move to the specifier of CP. Adopting this pro-

posal for German, let us again concentrate on our example (18). As Maienborn 

(1996: 111-118) has observed, in contrast to local adverbials referring to the inner 

proposition of the clause, ‘frame adverbials’ like in Europa are setting the ‘frame’ for 

the whole proposition that the clause expresses. For the sake of contrast, consider 

the following example, again implicitly assuming the configurations of verb-final 

clauses as the starting point: 

 

(20)   [CP Hansi [C willj      [IP ti [VP in  der Bar Bier  trinken tj]]]] 

         Hans    wants.to         at  the  bar beer drink 

      ‘Hans wants to drink beer at the bar.’ 

 

Applying several tests with respect to scope-related properties of sentences, Maien-

born argues that in contrast to local adverbials like in der Bar in (20), which are 

hosted within the VP of the clause, frame adverbials like in Europa in (18) are ‘base-
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generated’ above the subject and thus external to the VP. Consequently, Maienborn 

(1996: 117) suggests the following schema to capture the base position for these 

adverbials, which are labeled as PPLOC: 

 

(21)            CP 

 

         Spec       C’ 

 

               C         IP 

 

                    PPLOC     IP 

 

      Spec        I’ 

 

                              VP        I 

 

According to the schema in (21), frame adverbials like in Europa are situated in the 

highest position of the IP-domain (in this case extended by a further IP projection). 

Therefore, when we adopt the ‘Minimal Link Condition’ mentioned above, the adver-

bial can move to the preverbal position because it is the closest element to the speci-

fier of CP. So, following the proposal of Maienborn (1996), Frey (2004a) argues that 

the movement of in Europa to the left periphery can be regarded as Formal Move-

ment because in this case, the adverbial is the highest constituent within the IP-

domain and can thus be moved to meet the condition of filling the specifier of CP. 

This can be formally represented as follows (cf. Frey 2004a: 9): 

 

(22)   [CP in Europai [C spielenj [IP ti Jungen [VP gerne Fußball tj]]]] 

 

From the discussion so far, it should become clear that, according to this proposal, 

constituents like subjects or frame adverbials can show up in the left periphery of the 

German clause without receiving any special pragmatic interpretation that could be 

accounted for in information structural terms. However, as Frey (2004a: 12-15) 

points out, the left periphery can also host topical material, as shown in (23): 
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(23)   I tell you something about Max. 

      Den   Max  sollte    unsere  Gruppe  unterstützen. 

      the    Max  should  our     group    support 

      ‘As for Max, our group should support him.’ 

 

As Frey argues, topical material, before moved to the left periphery, has already un-

dergone a movement operation. Specifically, in light of subordinate sentences like 

(24a), in which den Max receives a topical interpretation, Frey (2004a) supposes a 

dedicated position for topics between the complementizer and the whole IP, as (24b) 

spells out in detail (for an elaboration on this topic position, see Frey 2004b): 

 

(24)   a.  … dass (‘that’) den Max unsere Gruppe unterstützen sollte. 

      b.  [CP [C (dass) [TopicP den Maxi [IP unsere Gruppe [VP ti unterstützen sollte]]]]] 

 

According to Frey, the constituent den Max has already received its topical interpre-

tation by occupying the dedicated position indicated in (24b), and this position, again, 

is the closest one to the specifier of CP, den Max, and, under this hypothesis, is also 

moved to the left periphery by Formal Movement, as represented in (25): 

 

(25)   [CP den Maxi [C solltej [TopicP ti [IP unsere Gruppe [VP ti unterstützen tj]]]]] 

 

To summarize, when we hypothesize that the movement of topical material to the left 

periphery “does not seem to be related to any semantic or pragmatic property but 

seems to be a purely formal one” (Frey 2004a: 8), fronting den Max is viewed as just 

another instantiation of the movement type that is applied in order to prepose sub-

jects and frame adverbials. 

   With all these options to fill the German left periphery in mind, let us now study a 

case of LP-movement that, according to Frey, is associated with a special pragmatic 

interpretation that can be captured in information structural terms. Look at the follow-

ing example: 
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(26)   GRÜN  wird  Maria die  Tür  streichen  (und nicht rot). 

      green   will   Maria the  door paint      (and not   red) 

      ‘Maria will paint the door green.’ 

 

According to Frey, in (26), the constituent grün receives focal stress and is inter-

preted contrastively or, more specifically, as a contrastive focus. A natural German 

expansion, therefore, would be und nicht rot, as indicated in parentheses. In contrast 

to the elements preposed in (18) and (23), grün, as (27a) shows, is neither base-

generated in the highest position of the IP-zone – like frame adverbials – nor can it 

be moved to the position that hosts topical material, as (27b) demonstrates (cf. Frey 

2004a: 19): 

 

(27)   a.  * [CP [C (dass) (‘that’) [TopicP [IP grün Maria [VP die Tür streichen wird]]]]] 

      b.  * [CP [C (dass) (‘that’) [TopicP grüni [IP Maria [VP die Tür ti streichen wird]]]]] 

 

Since (26), as (27) shows, cannot result from Formal Movement, grün has reached 

its position, according to Frey, via another form of LP-movement, which can be 

spelled out as follows: 

 

(28)   [CP grüni [C wirdj [IP Maria [VP die Tür ti streichen tj]]]] 

 

So, as (28) illustrates, this type of movement differs syntactically from the other ways 

to fill the German left periphery that were discussed above. Moreover, as Frey 

claims, it is the only type of LP-movement that is associated with focal stress on the 

moved item and with a pragmatic interpretation in terms of contrast.16 Based on 

these observations, and adopting the cartographic enterprise to transparently repre-

sent all interpretive properties in the syntactic representation, Frey (2004a) argues

                                                
16 In more recent work, Frey goes on to refine the interpretive import of the element pre-

posed to the left periphery in cases like (26). In particular, he replaces the coarse notion of 
contrast by “a notion of emphasis which reflects a ranking with a highest element imposed 
by the speaker among the alternatives evoked by the stressed element” (Frey 2010: 
1434). However, since the aim of this section is merely to illustrate the general concept of 
accounting for pragmatic properties of LP-movement in German in terms of the carto-
graphic approach, I will not go into this recent proposal. 
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that the CP-zone of the German clause has to be splitted, and he proposes the fol-

lowing structure for the left periphery (cf. Frey 2006: 254): 

 

(29)          CP 

 

       Spec       C’ 

 

             C      KontrP17 

 

                Spec     Kontr’ 

 

                     Kontr     FinP 

  

                         Spec       Fin’ 

 

                               Fin      TopicP 

  

                                   Spec     TopicP’ 

 

Applying this structure of the German left periphery to the examples given above, we 

can substitute the representation in (28) with the more elaborated structure given in 

(30), which indicates that grün moves to the specifier-position of a functional projec-

tion that hosts contrastive elements (KontrP): 

 

(30)   [KontrP grüni [Kontr’ wirdj [FinP [TopicP [IP Maria [VP die Tür ti streichen tj]]]]]] 

 

When we adopt the proposal of Rizzi (1997) that was sketched in the preceding sec-

tion, the projection not associated with any pragmatic effect is called ‘FinP.’ Accord-

ingly, both in Europa in (18) and den Max in (23), since they are not associated with 

any specific pragmatic interpretation, are moved, according to this approach, to the 

                                                
17 In this case, by using ‘kontrast’ in lieu of ‘contrast,’ Frey adopts a terminological conven-

tion according to which “the idiosyncratic spelling indicates that the term is not to be un-
derstood as covering all instances of what has been dubbed contrast in semantics, syntax, 
and phonology” (Vallduví & Vilkuna 1998: 81). 
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specifier of FinP by Formal Movement. However, whereas frame adverbials like in 

Europa are adjoined to IP, the topic den Max, as we illustrated above, first moves to 

TopicP before it is fronted to the specifier of FinP. This difference can be formally 

represented as follows: 

 

(31)  [KontrP [FinP in Europai [Fin’ spielenj [TopicP [IP ti Jungen [VP gerne Fußball tj]]]]]] 

 

(32)  [KontrP [FinP den Maxi [Fin’ solltej [TopicP ti [IP unsere Gruppe [VP ti unterstützen tj]]]]]] 

 

Let us summarize. In this section, I sketched a cartographic analysis of the left pe-

riphery of German. Needless to say, a section is not enough to touch on all of the 

detailed technical aspects of the issues involved. However, I extracted the basic syn-

tactic arguments, perhaps sometimes oversimplifying, to illustrate how a specific 

phenomenon associated with the pragmatics of information structure is accounted 

for according to the representational view of the cartographic approach. With this 

strong version of representational syntactocentrism in mind, which aims at transpar-

ently encoding all interpretive properties of a sentence in the syntactic representa-

tion, let us now concentrate on some problems that arise with respect to the specific 

analysis I illustrated. 

 

 

5.1.2  Conceptual and Empirical Problems 

As we saw, according to the strong representational view of the cartographic ap-

proach, syntactic structures have to provide a transparent representation of interpre-

tive properties, including, as was shown in the context of LP-movement in German, 

pragmatic properties associated with information structural notions like focus or con-

trast. In this section, I will briefly point out some conceptual and empirical problems 

this approach faces. Let us first focus on conceptual issues. 

   According to the proponents of the cartographic approach, there is no tension 

between the enriched representations illustrated in the preceding sections and the 

minimalist idea of reducing the syntactic computation to a minimum (see section 2.1) 

and of dispensing with levels of representation considered to be not conceptually 

necessary (see section 3.2). In particular, as Rizzi (2004) argues, a crucial point of 
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connection between the cartographic approach and the Minimalist Program is the 

core idea of simplicity. The cartographic approach, according to Rizzi, contributes to 

this notion by decomposing functional projections into simple structural units. Ac-

cording to this account, one unit is associated with exactly one interpretive property, 

thus transparently indicating interpretation at the interfaces. Thus, in the eyes of lin-

guists working within the cartographic framework, “[l]ocal simplicity is preserved by 

natural languages at the price of accepting a higher global complexity, through the 

proliferation of structural units” (Rizzi 2004: 8). And yet, from the view of the Minimal-

ist Program, which is committed to a strong derivational concept, there is an essen-

tial problem with an approach that supposes such enriched syntactic representa-

tions. 

   Recall from section 3.2.1 that movement operations, adopting the economy con-

ditions of the Minimalist Program, must always be motivated somehow. In particular, 

in the context of ‘strong’ and ‘weak’ Agreement-features, we discussed the concep-

tion that the process of obligatory ‘feature checking’ justifies movement operations 

within the Minimalist Program. According to this proposal, proponents of the carto-

graphic approach are forced to postulate that a functional head in the left periphery 

possesses a [foc] or, in our case, a [kontr] feature, with which the preposed phrase 

matches. According to Chomsky (1995: 228), however, “any structure formed by the 

computation […] is constituted of elements already present in the lexical items se-

lected […]; no new objects are added in the course of computation apart from rear-

rangements of lexical properties.” In other words, this ‘Inclusiveness Condition’ im-

plies that syntactic operations can only refer to lexical features. Of course, lexical 

items cannot be viewed as inherently focused or contrastive. Consequently, such 

features, as Neeleman & Szendrői (2004: 155) note, “must be inserted after an ele-

ment has been taken from the lexicon,” and thus the postulation of such features 

violates the minimalist ‘Inclusiveness Condition.’ In addition to this general concep-

tual problem of presupposing discourse-related features in the syntactic representa-

tion, let us now look at an empirical phenomenon of German that challenges the 

specific cartographic analysis I presented above. 

   In his discussion of the two options of LP-movement in German – Formal Move-

ment and movement that yields some pragmatically relevant interpretation – Fan-

selow (2003) demonstrates some cases that do not fit the cartographic approach. 

The first observation he builds on is the fact that in German, given certain pragmatic 
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conditions, verb prefixes can be moved to the left periphery, as the following exam-

ples illustrate (cf. Fanselow 2003: 32): 

 

(33)   a.   auf-machen (‘open,’ lit. ‘open-make’) 

          [AUF]i  hat   er   die  Tür  ti   gemacht (und nicht zu). 

          open   has  he  the  door    made    (and not   shut) 

          ‘He has opened the door.’ 

      b.   vor-haben (‘intend,’ lit. ‘before-make’) 

          [VOR]i haben  wir  das  schon  ti  gehabt. 

          before have   we  that  well      had 

          ‘We had intended that.’ 

 

In both cases, the verb prefix – auf in (33a) and vor in (33b) – is moved to the left 

periphery. However, as Fanselow argues, there is a crucial difference between these 

two examples. Examine first the case of moving auf. Since the prefix-verb auf-

machen has, according to Fanselow, a compositional interpretation, there is, in prin-

ciple, no problem with a cartographic approach to the movement of auf. In particular, 

demonstrating that the prefix auf is not preposed to the left periphery by Formal 

Movement, Fanselow points out that auf receives focal stress and is contrastively 

interpreted, as the possible expansion und nicht zu indicates. Examine now (33b). 

Here, unlike in the case of (33a), the interpretation of the prefix-verb vormachen is 

regarded as a non-compositional one. In other words, the prefix vor, as Fanselow 

claims, is itself meaningless and makes no identifiable semantic contribution to the 

particle-verb combination. So, while the case of auf can be accounted for by a carto-

graphic approach like Frey’s, data such as (33b) do not fit this account because, ac-

cording to Fanselow (2003: 33), “[i]t is difficult to accept the idea that a meaningless 

element can be interpreted as a focus or a topic […] phrase.” Nevertheless, the front-

ing of vor has a clear interpretive import because it results in the contrastive interpre-

tation of the whole predicate. Accordingly, as for pragmatic interpretation, preposing 

vor is equivalent to fronting the whole prefix-verb, as in (34): 
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(34)   [VORgehabt]i  haben  wir  das  schon ti. 

      before.had    have   we  that  well 

      ‘We had intended that.’ 

 

Given this interpretive equivalence between moving a part and fronting the whole 

constituent to the left periphery, Fanselow introduces the term “pars-pro-toto-

movement” (Fanselow 2003: 32, emphasis in the original) to refer to syntactic con-

structions in which only a part of the phrase receiving a pragmatic interpretation is 

fronted. Based on these initial observations concerning prefix-verbs, Fanselow goes 

on to show that parts of idiomatic verb phrases can be moved to the left periphery, 

too. Look at the following example (cf. Fanselow 2004: 20): 

 

(35)   schöne Augen machen (‘to make eyes,’ lit. ‘beautiful eyes make’) 

      [Schöne  AUgen]i  hat   er   ihr  ti  gemacht. 

      beautiful eyes    has  he  her   made 

      ‘He made eyes at her.’ 

 

Like in the cases of (33a) and (33b), as Fanselow (2004) argues, schöne Augen 

cannot be moved to the left periphery by Formal Movement and thus receives focal 

stress and is associated with a contrastive interpretation. However, as in the case of 

vor in (33b), the preposed part schöne Augen of the idiom schöne Augen machen is 

regarded as meaningless in isolation. Accordingly, fronting this element poses a 

problem concerning the assumption of a dedicated syntactic position in the left pe-

riphery associated with focal or contrastive interpretation of the element that occu-

pies this position. Again, as was the case with (33b), schöne Augen is moved to the 

left periphery ‘pars-pro-toto,’ since the pragmatic interpretation involved is equivalent 

to preposing the whole constituent, as shown in (36):  

 

(36)   [Schöne   AUgen  gemacht]i hat   er   ihr  ti. 

      beautiful  eyes    made     has  he  her 

      ‘He made eyes at her.’ 

 

As a final point, let me add that Fanselow (2003: 34) argues that this type of move-

ment also applies in non-idiomatic constructions such as (37): 
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(37)   Was he an anarchist? 

      [HÄUser]i  hat   er   jedenfalls     nie    ti   angezündet. 

      houses    has  he  in any event  never    set on fire 

      ‘He has never set houses on fire.’ 

 

In (37), the element contrastively interpreted is not the fronted noun Häuser but the 

syntactic elements referring to the action one would expect from someone who is an 

anarchist (e.g. setting houses on fire). Hence, the whole predicate is contrastively 

interpreted, as the variant in (38) may help to bring out: 

 

(38)   Was he an anarchist? 

      [HÄUser  angezündet]i  hat   er   jedenfalls     nie     ti. 

      houses    set on fire     has  he  in any event  never 

      ‘He has never set houses on fire’ 

 

Since the case of ‘pars-pro-toto-movement,’ as the preceding non-idiomatic example 

shows best, is thus not an ‘exotic,’ marginal phenomenon, this empirical observation 

concerning LP-movement in German poses serious problems for cartographic ac-

counts that suppose a specific position in the left periphery – in Frey’s approach, the 

specifier of ‘KontrP’ – that is associated with a contrastive interpretation of the ele-

ment that occupies this position, and only of this element. Together with the concep-

tual objections mentioned at the beginning of this section, this calls, in the eyes of 

linguists committed to a more derivational view of syntax, for analyzing the data dif-

ferently. Let us see how this can be done. 
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5.2  The Derivational View: Cyclic Linearization in Minimalism 

As I illustrated in section 3.2, recent syntactocentrism is characterized by a strong 

derivational view of grammar. In particular, we arrived at a picture in which the com-

putation of convergence is regarded as proceeding ‘phase by phase’ and thus does 

not postulate fully-fledged levels of representation like LF and PF. Having shown 

conceptual and empirical problems of analyzing German LP-movement within a rep-

resentational framework like the cartographic approach in the last section, we will 

now focus on an analysis of LP-movement in German that adopts the phase-based 

approach within recent syntactocentrism, since it assumes the concept of ‘cyclic lin-

earization.’ Based on the illustration of this approach, I will then reevaluate Jackend-

off’s point of abandoning syntactocentrism in light of information structural properties 

of sentences. Specifically, I will show that his arguments concerning this matter do 

not hold given analyses committed to a strong derivational view and, what is more, 

that there are in fact significant points of convergence between the conceptual un-

derpinnings of his Parallel Architecture and recent derivational syntactocentrism. 

However, before I will begin to argue in this direction, let me first briefly clarify the 

concept of ‘cyclic linearization.’ 

   The explicit formulation of this concept goes back to Fox & Pesetsky (2005), who 

explore the mapping between syntax and phonology in light of recent phase-based 

approaches to grammar. In particular, they propose, in accordance with the deriva-

tional model illustrated in section 3.2.2, that the mapping from syntax to phonology 

does not take place at a single point in the course of the derivation but rather at vari-

ous points that correspond to different cycles. Based on this cyclic view on Spell-Out, 

Fox & Pesetsky focus on one crucial property of the mapping between syntax and 

phonology, namely on the process concerned with the linear ordering of words, in 

short: linearization. Their basic claim concerning this process is that linearization im-

plies the property of ‘Order Preservation,’ meaning that “information about lineariza-

tion, once established at the end of a given Spell-out domain, is never deleted in the 

course of the derivation” (Fox & Pesetsky 2005: 6, emphasis in the original). To con-

cretize, let me exemplify this abstract concept with some aspects of one phenome-

non they discuss in their paper. 

   Among other data, they test their proposal with respect to so-called ‘Object Shift’ 

in Scandinavian languages. In Scandinavian languages such as Swedish, like in the 
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cases of German we sketched in the previous sections, the finite verb can appear in 

the second position of the clause by moving to the complementizer position ‘C.’ In 

embedded clauses, however, the main verb does not move to C. What is crucial in 

the present context is that, when the verb moves to C, an object can move to a posi-

tion that precedes the VP, that is, to a position left of adverbs. To gain more con-

creteness, consider the following examples (cf. Fox & Pesetsky 2005: 17): 

 

(39)   a.   [CP jagi [C kysstej [IP ti  hennek  inte [VP tj  tk]]]] 

             I      kissed      her     not 

          ‘I did not kiss her.’ 

      b.  * [CP [C  (att)  [IP jag  hennei  inte [VP kysste  ti]]]] 

                (that)    I    her     not     kissed 

          ‘… that I did not kiss her.’ 

 

In case (39a), the finite verb (kysste) moves to C and thus the movement of the ob-

ject henne is possible. By contrast, in the case of embedded clauses such as (39b), 

the main verb remains in situ, and, as a consequence, the object cannot move to the 

position left of adverbs. Fox & Pesetsky argue that these facts follow from the prop-

erty of ‘Order Preservation’ mentioned above. In particular, adopting a cyclic view of 

Spell-Out, they claim that acceptability of ‘Object Shift’ depends on the condition that 

the ordering of elements in the VP Spell-Out domain does not contradict the ordering 

in the CP-domain. Let us see how this account works in cases like (39a) and (39b). 

   Regarding (39a), Fox & Pesetsky (2005: 17) sketch the following abstract order-

ing statements, where ‘< ’ means, roughly speaking, ‘precedes:’18 

 

 

 

 

 

 

 

                                                
18 In fact, they develop a more precise formulation of the relation this symbol indicates (cf. 

Fox & Pesetsky 2005: 8-10). 
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(40)   a.   VP:  [VP V O] 

               Ordering:  V < O 

      b.   CP:  [CP Si Vj [IP ti Ok Adv [VP tj tk]]] 

               Ordering:  S < V 

                         V < O 

                         O < Adv 

                         Adv < VP 

 

According to (40), the verb (V) precedes the object (O) within the Spell-Out domain – 

the ‘phase’ – VP, as indicated in (40a). Since V precedes O, when CP is spelled out 

as well, because V has moved to C, there is no contradiction between the ordering 

statements given in (40a) and (40b). With this in mind, study the ordering statements 

that hold true for cases like (39b): 

 

(41)   a.   VP:  [VP V O] 

               Ordering:  V < O 

      b.  * CP:  [CP C [IP S Oi Adv [VP V ti]]] 

               Ordering:  C < S 

                         S < O 

                         O < Adv 

                         Adv < VP → Adv < V 

 

(41b) schematically illustrates that the presence of a complementizer, in our case 

(39b) att, blocks movement of V to C. Accordingly, the verb remains in situ. When 

the object moves to the position left of adverbs, the result is an unacceptable sen-

tence like (39b). According to this approach, the ordering statements ‘O < Adv’ and 

‘Adv < V’ given in (41b) imply that O precedes V (O < V) and thus contradict the 

statement V < O that was established in the VP Spell-Out domain, as shown in 

(41a). Hence, the unacceptability of (39b) is, according to Fox & Pesetsky, due to 

this violation of Order Preservation. 

   Fox & Pesetsky (2005) go on to verify their cyclic, phase-based theory of lineari-

zation with regard to further facts about Scandinavian Object Shift and show that the 
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predictions of Order Preservation apply to various other cross-linguistic evidences as 

well. In light of all this evidence, they conclude “that a heterogeneous set of syntactic 

constructions appear to be constrained by a single factor – the avoidance of ordering 

contradiction” (Fox & Pesetsky 2005: 39). Having sketched fundamental aspects of 

this model, which accounts for the linear ordering of words by referring to different 

cycles, which means to different domains of Spell-Out, let us now return to the ques-

tion of how this model of cyclic linearization can be applied to LP-movement in Ger-

man. 

 

 

5.2.1  A Minimalist Analysis of LP-Movement in German 

Adopting crucial aspects of the derivational concept sketched above, Fanselow & 

Lenertová (2008) propose an analysis of LP-movement in German that abandons 

cartographic, representational devices and illustrates that “[t]here is no reason […] 

for coding information structure in the syntactic representation” (Fanselow & Lener-

tová 2008: 38). Specifically, and broadly speaking, instead of postulating representa-

tional categories of pragmatic interpretation, they argue that prosody is the primary 

means of expressing those interpretive properties, and, accordingly, they concen-

trate on prosodic rather than on purely syntactic properties, as the cartographic ap-

proach sketched in section 5.1 does. Consider how LP-movement is accounted for 

according to this perspective. 

   Fanselow & Lenertová (2008) claim that parts of, for instance, a focus can be 

moved to the left periphery because they bear the leftmost accent. Recall that, from 

a minimalist point of view, information concerning focality, contrastiveness, etc. – as 

we pointed out with respect to the ‘Inclusiveness Condition’ postulated in Minimalism 

– cannot be represented as syntactic information of lexical items. Rather, as Fan-

selow & Lenertová argue, in German, this information is linked to purely prosodic 

aspects. To gain concreteness, recall our example (35). We have already seen that 

there are basically two options of LP-movement with respect to the idiom schöne 

Augen machen. In particular, either schöne Augen is fronted, as in (35) – repeated 

below as (42) – or the whole idiom schöne Augen gemacht is preposed, as in (36) – 

represented here as (43): 
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(42)   [Schöne  AUgen]i  hat   er   ihr  ti  gemacht. 

      beautiful eyes     has  he  her   made 

      ‘He made eyes at her.’ 

 

(43)   [Schöne  AUgen  gemacht]i  hat   er   ihr  ti. 

      beautiful eyes    made      has  he  her 

      ‘He made eyes at her.’ 

 

As for prosodic structure, since in “German VPs the object precedes the verb and 

systematically receives the phrasal stress” (Truckenbrodt 2007: 444), the object 

schöne Augen, located between the indirect object ihr and the verb complex before 

moving to the left periphery, receives the phrasal stress, the structural accent of the 

clause. As Fanselow (2004) has already argued, note that the pars-pro-toto-

movement in case of schöne Augen machen is only allowed for the part of the predi-

cate that bears the structural accent (in our case: the object schöne Augen), 

whereas the verb of the idiom alone cannot move to the left periphery, as the follow-

ing example shows (cf. Fanselow 2004: 22): 

 

(44)  * [Gemacht]i hat er ihr schöne AUgen ti 

 

By elaborating on this observation that syntactic movement is crucially constrained 

by prosodic properties like pitch accent, Fanselow & Lenertová (2008) demonstrate 

that in cases in which the sentence contains two structural accents, only the leftmost 

accented phrase can be moved to the left periphery. Look at the following example, 

where the primary accent of the clause is marked by capitals and the less strong ac-

cent is indicated by small caps (cf. Fanselow & Lenertová 2008: 9): 

 

(45)   a.   Er  hat   den   NAgel  auf  den  KOPF  getroffen. 

          he  has  the    nail    on  the   head   hit 

          ‘He clearly expressed the truth.’ 

      b.   [Den NAgel]i hat er ti auf den KOPF getroffen. 

      c.  * [Auf den KOPF]i hat er den NAgel ti getroffen. 
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According to the general observation that “[o]n the level of the intonation phrase, the 

rightmost stress of the level of the p-[= phonological, A.T.]phrase is strengthened” 

(Truckenbrodt 2007: 446), the second phrasal part in constructions like (45a) – in our 

case, den Kopf – bears the primary accent of the clause, and the first part (den 

Nagel) receives a less strong accent. Crucially now, while moving the less accented 

(but leftmost accented) phrase is acceptable – as (45b) shows – the accented con-

stituent auf den Kopf cannot be moved to the left periphery without losing its idio-

matic reading, as (45c) illustrates. Accordingly, as Fanselow & Lenertova argue, it is 

not the prosodically most prominent accent that moves but rather the leftmost ac-

cent. 

   In light of examples like (45), Fanselow & Lenertová (2008: 15) claim that 

“[s]tructural accents are assigned in the context of immediate linearization.” In doing 

so, they refer to the concept of ‘cyclic linearization’ sketched above, inasmuch as 

they assume that, when constituents are linearized, that is, are spelled out, their or-

dering cannot be changed at any later stage of the derivation. For clarification, let us 

apply this abstract conception to our example (45). Since the phrases auf den Kopf 

and den Nagel receive a structural accent, they have been linearized immediately 

when they were merged, and, consequently, the ordering statement ‘den Nagel < auf 

den Kopf’ has been created. As this ordering cannot be contradicted, den Nagel can 

move to the left periphery, as (45b) shows, but auf den Kopf cannot move across 

den Nagel, as (45c) illustrates. 

   With these considerations, let us now turn to their analysis of LP-movement that 

is associated with a contrastive interpretation. According to their proposal, as men-

tioned, a phrase that receives structural accent is linearized immediately. So, as a 

consequence, a phrase that remains unaccented or receives a non-structural accent 

is regarded as being not linearized immediately. Crucially now, concerning accents 

that yield a focal or a contrastive interpretation, they claim that “[t]he accents corre-

sponding to these functions do not depend on structural position, rather, they are 

assigned freely” (Fanselow & Lenertová 2008: 20-21). Thus, contrastive stress is not 

regarded as a structural accent and, according to their proposal, is not linearized 

immediately. To give an example of the consequences of this assumption within the 

concept of cyclic linearization, examine the following example, where the structural
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accent is indicated by capitals and the non-structural accent is marked by small caps 

(cf. Fanselow & Lenertová 2008: 24): 

 

(46)   The teacher is angry at Peter’s friends. 

      Aber  [beLEIdigt]i  hat   sie  nur  PEter  ti 

      but    offended    has  her only  Peter 

      ‘But only Peter has offended her.’ 

 

In (46), the constituent Peter bears a structural accent and, according to the proposal 

of Fanselow & Lenertova, is thus linearized immediately. The element beleidigt, on 

the other hand, is contrastively accented. So, since it does not receive a structural 

accent, it is not serialized immediately. Crucially now, if beleidigt has not been line-

arized immediately, according to this approach, its movement options are unre-

stricted. Note that this aspect modifies the proposal of Fox & Pesetsky (2005). Ac-

cording to Fox & Pesetsky’s account, spelling out the structurally accented Peter 

necessarily creates the ordering statement ‘Peter < beleidigt,’ since, as Fox & Pe-

setsky hypothesize, domains of Spell-Out are linearized completely. In contrast, 

Fanselow & Lenertová claim that the linearization of Peter within a syntactic structure 

merely means that Peter is entered into a set of elements that are ordered in this 

structure. Only when further material is entered into this set, must it be ordered rela-

tive to, for example, Peter. To sharpen this proposal, let us remember our example 

(45) and compare it with (46) in light of this special concept of linearization. In case 

of (45), according to the approach of Fanselow & Lenertová, both den Nagel and auf 

den Kopf are entered into the set of elements that are ordered in the structure be-

cause both elements receive structural accent and, accordingly, are serialized im-

mediately. As a result, the ordering statement ‘den Nagel < auf den Kopf’ has been 

created and cannot be contradicted by later syntactic operations. In contrast to cases 

such as (45), in (46), the set of ordered elements has only a single member (Peter), 

so ordering statements are trivial because, only when further elements are entered 

into the set of ordered elements, are relevant ordering statements created. Concern-

ing this ‘relational’ aspect of their theory, Fanselow & Lenertová adopt crucial proper-

ties of recent generative approaches according to which “ordering statements are 

relativized, in the sense that only a subset of the ordering statements that could in 
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principle be generated [… is] in fact generated by syntactic operations” (Müller 2007: 

83). So, in sum, since the object Peter is the only constituent that bears a structural 

accent, no ordering statement is created that prevents beleidigt from moving across 

Peter. Therefore, elements with a non-structural accent that is associated with prag-

matic properties like contrast undergo ‘late’ – ‘secondary,’ as Fanselow & Lenertová 

(2008) call it – linearization. 

   Let us take stock at this point. By adopting a phase-based view of linearization 

theory, postulating multiple Spell-Out domains, Fanselow & Lenertová account for 

the phenomenon of LP-movement in German without referring to information struc-

tural properties. In particular, according to their model, syntactic movement to the 

CP-domain is constrained by linearization processes that are directly linked to ac-

centuation. In contrast to the cartographic approach discussed in section 5.1, their 

model claims that information structural properties do not play a role in syntactic op-

erations. In other words, pragmatic interpretations like ‘focus’ or ‘contrast’ are only 

linked to freely-assigned accents and thus only interface with phonology. Since 

“there is no direct link between information structure and syntactic movement” (Fan-

selow & Lenertová 2008: 2), pragmatic properties of a sentence that are associated 

with its information structure do not have to be encoded in the syntactic representa-

tion at all. Turning now from this rather narrow, ‘microscopic’ perspective on the 

place of information structure in the grammar to the general ‘bird’s-eye-view’ again, 

let us point out the conceptual implications of this approach and their consequences 

for reevaluating Jackendoff’s critique concerning the view of information structure 

within syntactocentrism. 

 

 

5.2.2 Derivational Syntactocentrism and the Parallel Architecture: Per-

spectives of Convergence 

In the last section, I presented an analysis of the pragmatics of LP-movement in 

German that abandons the encoding of information structural notions in the syntactic 

representation by postulating that only prosodic properties, thus the phonological 

component of the grammar, is directly linked to information structure. More precisely, 

this analysis is based on a version of cyclic linearization in which only structural ac-

cents have an effect on locality constraints that are involved in syntactic movement; 
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non-structural accents like focal stress, by contrast, are assigned ‘freely’ and hence 

show no interaction with the syntactic computation at all. In this section, after having 

dealt with these specifics of German syntax, I will broaden the view again and dem-

onstrate in what sense this cyclic, phase-based approach shows significant points of 

convergence with conceptual underpinnings of Jackendoff’s Parallel Architecture, 

sketched in section 4.2. To do so, I will first turn to general issues concerning the 

architecture of grammar and then end with a reflection on the relation between syn-

tax and pragmatics, and I will focus on its conception in both approaches. 

   Concerning architectural issues, it may be worth recalling that, according to Jack-

endoff (2003: 658), “[i]n a syntactocentric theory, one is forced to generate […] sen-

tences with a dummy syntactic element such as [+Focus], which serves only to cor-

relate phonology and meaning.” As we saw in section 5.1 of this chapter, this con-

ception of postulating ‘dummy elements’ in the syntactic representation finds its most 

extreme expression in cartographic approaches, which assume dedicated functional 

projections and corresponding features in order to transparently encode notions like 

focus or contrast in the syntactic representation. And indeed, this encoding seems to 

be necessary on conceptual grounds, when one looks at the most recent grammar 

model of mainstream generative grammar that Jackendoff discusses, which is de-

picted here again: 

 

(47)        Lexicon 

 

       Merge + Movement 

 

          ‘Spell-Out’ 

 

         PF         LF 

 

Regarding this architecture, an encoding of notions such as focus or contrast is con-

ceptually required because, as has often been noted in the context of research on 

information structure, this model “permits no direct interaction between the PF and 

the LF parts of the derivation” (Horvath 2007: 112). Such an interaction, as we indi-

cated in preceding sections, may be crucial for phenomena like prosodically ex-

pressed focus in, for instance, English and German. According to this architecture, 
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however, both the prosodic information concerning some particular stress and the 

information regarding, for instance, contrastive interpretation have to be transported 

through the syntax. Now, as Jackendoff argues, since information structural interpre-

tation is primarily expressed by prosodic properties, at least in the languages we are 

concerned with here, this architecture and the required machinery to encode prag-

matic notions like focus and contrast in the syntax seem to be a rather artificial result 

of the syntactocentric view. He clarifies this point best, as we already saw, by citing 

examples in which identical syntactic structures can have different meanings with 

respect to information structural properties of the sentence. To illustrate, consider the 

following case again: 

 

(48)   J:  Who went to the party? 

      K: a.   PAT went to the party. 

         b.  * Pat went to the PARTY. 

 

We saw in section 5 that the question in (48) can be answered with (48a) but not 

with (48b) because, although the syntax of both replies is identical, only in (48a) the 

prosody marks Pat as the focus, the new information required by the question given 

in (48). As we saw in the discussion in section 5.1.1, the examples cited by propo-

nents of the cartographic approach also imply a strong correlation between, for in-

stance, a contrastive interpretation and a prominent stress on some specific con-

stituent. In particular, only the type of movement that is associated with placing 

prominent stress on the preposed constituent results in a contrastive interpretation of 

this particular fronted element. So, for example, while in (49) the left peripheral ele-

ment is not stressed and does not receive a contrastive interpretation, the stressed 

case given in (50), which is, according to the cartographic approach, due to a differ-

ent type of movement, can only be interpreted contrastively, similar to our paradigm 

case (51): 

 

(49)   In  Europa  spielen  Jungen   gerne  Fußball. 

      in  Europe  play     boys     Adv.   football 

      ‘In Europe, boys like to play football.’ 
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(50)   In  EuROpa spielen  Jungen  gerne  Fußball  (und  nicht  in  Asien). 

      in  Europe   play     boys    Adv.   football   (and  not    in  Asia) 

      ‘In Europe, boys like to play football.’ 

 

(51)   GRÜN  wird  Maria  die   Tür   streichen  (und  nicht  rot). 

      green   will   Maria  the   door  paint      (and  not    red) 

      ‘Maria will paint the door green.’ 

 

Observations like these strongly suggest, in Jackendoff’s view, that “a direct phonol-

ogy-semantics interface […] is attractive for the correlation between prosody and 

information structure” (Jackendoff 2003: 658). Consequently, his solution, as we saw 

in section 4.2, is the Parallel Architecture, which permits a direct interaction between 

phonological and semantic structures without any mediation of syntax, as shown in 

(52): 

 

(52)     Phonological              Syntactic                Semantic 

         formation                formation                formation 

           rules                    rules                    rules 

 

        Phonological             Syntactic               Semantic 

   structures               structures               structures 

 

  Interface               Interface 

 

                                  Interface 

 

With this proposal of a direct interaction between phonology and semantics in mind, 

let us now turn to the derivational analysis illustrated in the last section. Since this 

analysis, as we noted, also focuses on the prosodic means of expressing information 

structural properties, this approach, like Jackendoff’s, also criticizes the syntactic 

encoding of notions like contrast, inasmuch as “[t]he pertinent features and machin-

ery reflect little more than an attempt to uphold an architectural assumption (PF does 

not influence LF) in the light of counterevidence (prosody is crucial for interpretation)” 

(Fanselow 2008: 398). Let us see how the claim that PF does influence LF without 
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mediation of syntax fits the architecture of grammar in recent derivational syntacto-

centrism. 

   As illustrated, Fanselow & Lenertová (2008) assume a version of cyclic lineariza-

tion. This concept implies an architecture with multiple Spell-Outs of partial pieces (lf 

and pf) rather than one single mapping of fully-fledged structures (PF and LF) at the 

end of the derivation. I have already sketched the underlying architectural assump-

tion in section 3.2.2, and I have depicted the resulting model as follows: 

 

(53)   

          lf          pf  

 

          lf          pf 

 

          lf          pf 

          .           . 

          .           . 

          .           . 

 

An illustrative example of how this assumption of multiple Spell-Out works within the 

approach of Fanselow & Lenertová (2008) has been the following: 

 

(54)   a.   Er  hat   den   NAgel  auf  den  KOPF  getroffen. 

          he  has  the    nail    on  the   head   hit 

          ‘He clearly expressed the truth.’ 

      b.   [Den NAgel]i hat er ti auf den KOPF getroffen. 

      c.  * [Auf den KOPF]i hat er den NAgel ti getroffen. 

 

As I mentioned, (54) clarifies that, in this case, the leftmost accented phrase den 

Nagel can be moved to the left periphery, as shown in (54b), while the accented 

constituent auf den Kopf cannot be preposed without losing its idiomatic reading, as 

(54c) indicates. Assuming their concept of linearization, Fanselow & Lenertová argue 

that both auf den Kopf and den Nagel have been linearized immediately, that is, 

spelled-out as pieces of the whole syntactic structure because they show a structural 
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accent. Accordingly, the ordering statement ‘den Nagel < auf den Kopf’ has been 

created, which cannot be contradicted in subsequent steps of the derivation, as (45c) 

demonstrates. According to this view, the assignment of structural accents is a prod-

uct of Spell-Out, that is, structural accents are assigned at the interfaces. So, given 

this analysis, the products of two Spell-Out operations, that is, the structural accents 

on auf den Kopf and on den Nagel, determine subsequent aspects of the syntactic 

derivation, inasmuch as these products of Spell-Out either allow or ban the syntactic 

operation of movement to the left periphery. In light of general architectural con-

cerns, this illustrates a significant difference to earlier models. In particular, in models 

like (47), accentuation properties only emerge after one single, one final Spell-Out of 

a fully-fledged structure at the end of a derivation. In contrast to this conception, the 

analysis above postulates that these aspects of accentuation can determine factors 

of the syntactic derivation before the derivation has been finished as a whole.19 With 

this aspect of spelling out partial pieces of the derivation in mind, let us look at the 

contrastively-accented case again: 

 

(55)   The teacher is angry at Peter’s friends. 

      Aber  [beLEIdigt]i  hat   sie  nur  PEter  ti 

      but    offended    has  her only  Peter 

      ‘But only Peter has offended her.’ 

 

In this case, although beleidigt has been merged with Peter, as indicated by the 

trace, it does not have to be spelled out together with Peter, since, within a phase-

based architecture like (53), Peter alone can be spelled out as one piece and already 

receive its structural accent, whereas beleidigt can receive its accent after the whole 

syntactic derivation has been finished. Accordingly, as the accent of beleidigt does 

                                                
19 Strictly speaking, in most recent approaches, the Spell-Out of small pieces and the syn-

tactic computation of more complex parts are regarded as “operations proceeding in paral-
lel” (Chomsky 2008: 147). That is, the subparts of the derivation are constructed in paral-
lel, inasmuch as small syntactic objects generated in the course of the derivation are 
mapped to the phonological and the semantic component, but at the same time they func-
tion as an element of another more complex subset in the syntactic derivation. In our con-
text, however, it is not necessary to elaborate on this point, since the concept that pro-
sodic properties were only present after the whole derivation in earlier models, whereas 
these properties can now influence ongoing syntactic derivations, can be clarified without 
delving into complex issues of parallel computation. 
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not depend on its syntactic position, otherwise it has been spelled out like Peter, the 

accentuation of beleidigt after the whole derivation is ‘invisible’ for the syntax, as we 

indicated in the last section by stressing that its movement options are unrestricted. 

Crucially now, this analysis implies that, when beleidigt is interpreted contrastively, 

the correlation between PF – non-structural stress – and LF – contrastive interpreta-

tion – has not been established by syntax. Because of this conceptual implication of 

such strong derivational analysis, some authors speak of an interaction between PF 

and LF with respect to recent models of mainstream generative grammar and point 

out that “PF has access to both, the syntactic derivation of the phase […] and the 

semantic interpretation” (Winkler 2005: 24). In other words, recent derivational syn-

tactocentrism allows, in some cases, for an interaction between sound and meaning 

without the mediation of syntax. This point of convergence between syntactocentrism 

and the Parallel Architecture has, to my knowledge, so far only been mentioned by 

Winkler (2005), who notes that the strong derivational model within minimalism 

“turns out to be conceptually closer to Jackendoff’s […] tripartite parallel model of 

grammar than might be recognized at first sight” (Winkler 2005: 231, n. 8). However, 

she does not elaborate on this point and, unfortunately, leaves it at a short comment 

in a footnote. 

   Of course, the question that arises in this context is what accounts for the media-

tion of sound and meaning. According to the analysis sketched above, the stress on 

beleidigt is a “pragmatically determined accent” (Fanselow & Lenertová 2008: 14) 

and thus, as the authors claim, is only determined by the pragmatic context the ut-

terance is used in. However, given this proposal, one still has to explain the fact that 

the German cases with contrastive interpretation I discussed in previous sections 

involve movement to the left periphery. Here again, Fanselow (2008: 406) argues 

that these structural configurations are due to broad pragmatic concepts like “in-

creasing the listener’s attention by the choice of an unexpected syntactic construc-

tion.” This strict separation of syntax from pragmatics has further implications for 

some objections to syntactocentrism that are raised by Jackendoff. 

   Another argument Jackendoff gives in favor of viewing the semantic component 

as largely independent of syntax concerns the aspect of illocutionary force, that is, 

“whether certain words […] had the force of a question, or ought to have been taken 

as an estimate and so on” (Austin 1962: 99, emphasis in the original). As in the case 

of information structure, he claims that this interpretive property shows no system-
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atic, isomorphic relation to syntactic structure. Look at the following examples (cf. 

Jackendoff 2003: 657): 

 

(56)   a.   (Now, Hans:) Is Kehl in France? 

      b.   Is the toilet over there? 

      c.   Is the Pope Catholic? 

 

The examples in (56) show that the syntactic form of a question can be used to test 

someone’s knowledge (56a), elicit information (56b), or sarcastically express an af-

firmative answer to a prior question (56c). In light of such cases, Jackendoff (2003: 

657) concludes that “choices of illocutionary force are not mapped into syntactic 

structure.” When we adopt the view that pragmatics is a separate component, how-

ever, these observations create no problem for mainstream generative grammar. 

Like in Jackendoff’s architecture, these properties are relegated to an independent 

component, to a “system of rules and principles constituting pragmatic competence” 

(Chomsky 1980: 224). The difference between both approaches, in this case, lies 

only in the fact that Jackendoff tries to make this pragmatic competence explicit in 

terms of Conceptual Semantics, “in which semantic structure is subsumed under 

conceptual structure” (Jackendoff 1983: 19), whereas mainstream generative gram-

mar limits itself more and more to focus ‘on pure syntax’ – thus the title of Fanselow 

(2006). 

   In sum, some of Jackendoff’s objections to syntactocentrism disappear in light of 

recent derivational analyses like the cyclic linearization account of LP-movement in 

German sketched in this chapter. In particular, we saw that recent syntactocentrism 

allows, in some cases, for direct interaction between phonology and semantics, 

much like Jackendoff’s Parallel Architecture. Furthermore, I illustrated that the re-

cently-sharpened separation of syntax from pragmatics qualifies further objections to 

syntactocentrism. Certainly, both approaches still differ in numerous respects. How-

ever, regarding architectural issues – and that is what the notion of syntactocentrism 

originally refers to – the gulf between derivational syntactocentrism and the Parallel 

Architecture is not as huge as Jackendoff never tires to suggest. 

   Concerning this slight convergence, a question that arises in light of the consid-

erations above is if there is any criterion within recent syntactocentrism for relegating 
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aspects of language to syntax or to pragmatics. In other words, what does belong to 

‘pure syntax’ and what can be excluded? This question pertains to the general con-

ception of the syntactic component in recent syntactocentrism, and I will now ad-

dress this issue briefly – admittedly, quite speculatively – in the remainder of this 

chapter. 

   Remember from section 2.1, that the syntactic component in recent syntactocen-

trism “has one operation that comes ‘free,’ in that it is required in some form for any 

recursive system: the operation Merge” (Chomsky 2004: 108). As this quotation em-

phasizes, the main feature of this operation is recursion because Merge takes previ-

ous applications of Merge as its input. Accordingly, recursion as a tool for creating 

hierarchically embedded structures might be a good criterion for including or exclud-

ing issues in syntactic research that is committed to minimalist guidelines. According 

to this criterion, it seems quite reasonable to relegate information structural notions 

to pragmatics and exclude them entirely from syntax. Interestingly, a hint in this di-

rection can be found in Rizzi’s (1997) discussion of focus. Rizzi stresses that the fol-

lowing structure, in which a FocP is embedded into another FocP, poses an interpre-

tive problem (cf. Rizzi 1997: 297): 

 

(57)         FocP1 

 

        XP       Foc1’ 

 

             Foc1   YP = FocP2 

 

                     ZP      Foc2’ 

 

                        Foc2       WP 

 

According to the cartographic approach, the specifier of FocP2 (ZP) must host a fo-

cal constituent, that is, an element that is interpreted as new information. However, 

FocP2 is located in the position YP, which is dedicated to the presupposition of the 

higher focal head Foc1. Since FocP2 can thus only specify given information, Rizzi 

(1997: 297) concludes that “recursion of FocP is banned by the interpretive clash 

that would arise.” In non-cartographic terms, since notions like focus only imply a 
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bipartite distinction like new vs. old, there cannot be any embedding of one part 

within a larger part, of one focus within another focus. And yet, there are some pro-

posals that argue for the existence of hierarchical embedding in information struc-

tural configurations. In particular, the phenomenon of ‘second occurrence focus’ (cf. 

Büring 2008) and the claim of recursive topic-marking in Japanese (cf. Kuroda 2005) 

are often cited in order to argue for recursion in information structure. However, 

given even these observations, to most scholars – and I concur – it seems safe to 

conclude “that structure in IS [= information structure, A.T.] is rather rudimentary, 

and […] we have to look hard for any linguistic relevance that such structural charac-

teristics may bring about” (Tomioka 2007: 97). Accordingly, since notions like focus, 

contrast, or topic do not clearly show the feature of recursive hierarchical embed-

ding, they can be excluded from syntactic research within recent mainstream gen-

erative grammar. 

   Turning to the main track once again, I pointed out some conceptual points of 

convergence between recent syntactocentrism and the Parallel Architecture in light 

of a recent derivational analysis of LP-movement in German. This analysis, with its 

exclusion of interpretive properties from syntax, is a good example of the more gen-

eral minimalist framework, which dictates “to examine every device […] to determine 

to what extent it can be eliminated in favor of a principled account […], going beyond 

explanatory adequacy” (Chomsky 2004: 106). It is this ‘going beyond explanatory 

adequacy’ that has recently initiated research into the evolutionary origins of lan-

guage – a field in which even points of convergence between derivational syntacto-

centrism and Cognitive Linguistics can be demonstrated. 
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6. Derivational Syntactocentrism and Cognitive Linguistics: 

Approaches to Language Evolution 

As we saw in the last chapter, the strong derivational view of syntactocentrism im-

plies significant points of convergence with conceptual aspects of the Parallel Archi-

tecture. In particular, both approaches share the assumption that a direct interaction 

between phonology and semantic interpretation is required in order to deal with phe-

nomena like prosodically-expressed focus or contrast. This interaction is, according 

to these approaches, established by pragmatic factors rather than by anything that 

could be accounted for in syntactic terms. In the componential view of both ap-

proaches, pragmatics can be regarded as an independent component, which is de-

scribed in the Parallel Architecture and omitted in the descriptive apparatus of main-

stream generative linguistics but not denied as a crucial component for human lan-

guage. 

   As already mentioned in section 4.2, Cognitive Linguistics does not share this 

componential view. Consequently, there is less potential for convergence with re-

spect to architectural issues. However, if we elaborate on the aspect, exemplified in 

the context of LP-movement in German, that much of the representational richness 

of syntax is abandoned in order to focus on combinatorial essentials, some points of 

convergence even between derivational syntactocentrism and Cognitive Linguistics 

can be demonstrated, too. In this chapter, I will argue in this direction by focusing on 

how both approaches conceive of language evolution. Needless to say, the issue I 

touch on here is among the richest and most controversial fields of linguistics and 

related disciplines like psychology and biology. Since I cannot hope to exhaustively 

cover even those approaches that I selected, I will favor intellectual coherence over 

exhaustive coverage and only mention aspects that I need for my argument to go 

through. Therefore, in section 6.1, I will briefly sketch an approach to language evo-

lution that is associated with the strong derivational view on syntactic computations. 

Then, in section 6.2, I will illustrate an approach that focuses on language as a 

communicative system and crucially rests on the conceptual underpinnings of Cogni-

tive Linguistics. Finally, in section 6.3, I will point out significant points of conver-

gence between both approaches. 
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6.1  The Computational View: Recursive Syntax & FLN 

In a widely-cited paper, Hauser et al. (2002) aim at setting an agenda for productive 

interchange between biologists and linguists in the context of research on the evolu-

tionary origins of language. They argue that this interchange has often been blocked 

due to the lack of a unified concept of language. To avoid several confusions that 

arise from missing a conceptual unity, they emphasize that “it is important to distin-

guish between questions concerning language as a communicative system and 

questions concerning the computations underlying this system” (Hauser et al. 2002: 

1569). Having stressed this distinction, they focus on language as a computational 

system and adopt the mentalist perspective that postulates the entity of grammatical 

knowledge as its object of inquiry. However, since theories that adopt this mentalist 

view abound, as we indicated in section 4.2, Hauser et al. claim that the theoretical 

diversity within this paradigm calls for further constraining of the mentalist conception 

of language. In this context, they draw the already famous distinction between ‘Fac-

ulty of language – broad sense (FLB)’ and ‘Faculty of language – narrow sense 

(FLN).’ 

   According to this distinction, FLB is an inclusive term of broad range that includes 

both FLN and the mechanisms that can be relegated to more general cognitive ca-

pacities, which, as Hauser et al. (2002: 1573) claim “are shared with other animals 

[…] with difference of quantity rather than kind.” The aspects of the human language 

faculty that are hypothesized to be shared with other animals concern, as they call it, 

the ‘sensory-motor system’ and the ‘conceptual-intentional system.’ Broadly speak-

ing, these two components contain both the capacity to physically perceive and pro-

duce sounds and to master both semantic and pragmatic aspects of meaning. In 

contrast to FLB, as Hauser et al. (2002: 1573) hypothesize, “FLN comprises only the 

core computational mechanisms of recursion as they appear in narrow syntax and 

the mappings to the interfaces”. Based on a large amount of data, they argue that 

the capacity for syntactic recursion, described in minimalism as the operation Merge, 

cannot be derived from other more general cognitive capacities, and thus, they sug-

gest the hypothesis that “the computational mechanism of recursion […] is recently 

evolved and unique to our species” (Hauser et al. 2002: 1572). Note that singling out 

a particular aspect that gave rise to the evolution of human language opens the door 

for theoretical alternatives to the prominent view that “human language, like other 
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specialized biological systems, evolved by natural selection” (Pinker & Bloom 1990: 

726), and thus, this system is due to stepwise, fine-grained processes of adaptation. 

The additional scenario that can be hypothesized by positing only one feature is that 

of a ‘great leap forward,’ caused by the fact that “the brain was rewired, perhaps by 

some slight mutation” (Chomsky 2005: 11-12). However, since these different evolu-

tionary scenarios are part of a more substantial debate and involve complex con-

cepts like exaptation and adaptation, I cannot go into this here (for a more extensive 

illustration of these two views and their conceptual foundations, see Trotzke 2008: 

30-51). Instead, let us now turn to the empirical line of research that this constrained 

hypothesis regarding language evolution has initiated both in comparative psychol-

ogy and in neuroscience. Let us first concentrate on comparative psychology. 

   Fitch & Hauser (2004: 378) focus on the issue that humans, due to their capacity 

for syntactic recursion, “can embed strings within other strings, thus creating com-

plex hierarchical structures [...] and long-distance dependencies.” To make this con-

crete, remember our discussion of syntactic rule systems in section 1.1. There, we 

saw that a finite-state grammar (FSG) cannot account for long-distance dependen-

cies, while a phrase structure grammar (PSG) like the rewrite-rule system can cap-

ture these embedded structures. To recall, consider the following cases: 

 

(1)   [The man]A [the dog]A [bit]B [comes]B. 

 

(2)   [The man]A [comes]B; [the dog]A [bit the man]B. 

 

In chapter 1, I pointed out that a finite-state grammar cannot account for center-

embedded structures like (1) because it computes a sequence in a strictly local 

manner and thus does not ‘know’ what states it has been in and how many times it 

has been in some particular state. Accordingly, with respect to (1), it cannot ensure 

that it will generate an equal number of As and Bs and thus cannot capture the non-

local relation between the man and comes. Due to this computational limitation, a 

finite-state grammar can only generate paratactic constructions like (2), in which one 

A is followed by one B in a strict local manner. Given this distinction between a FSG 

and a PSG, Fitch & Hauser (2004) tested the parsing abilities of cotton-top tamarins 

(Saguinus oedipus) regarding both grammar types. Using two different classes of 
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syllables that were modeled to correspond to A and B, respectively, they create 

stimuli that correspond to the artificial grammars AnBn, generating structures like (1), 

and (AB)n, yielding structures like (2). Again, I will cut sharply here, since I have al-

ready illustrated this particular study and an analogous experiment with songbirds at 

length elsewhere (cf. Trotzke 2008: 53-64). The result of their study was “that 

tamarins suffer from a specific and fundamental computational limitation on their abil-

ity to spontaneously recognize or remember hierarchically organized acoustic struc-

tures” (Fitch & Hauser 2004: 380). That is, while tamarins were able to process 

structures generated by the (AB)n grammar, they were not capable of mastering 

structures according to the AnBn formula. Accordingly, this experimental study sup-

ports the hypothesis that “the acquisition of hierarchical processing ability may have 

represented a critical juncture in the evolution of the human language faculty” (Fitch 

& Hauser 2004: 380) and thus may be of direct relevance to the evolutionary sce-

nario suggested by Hauser et al. (2002). Beside further experiments with nonhuman 

species, this comparative study also inspired neuropsychological studies that ask to 

what extent the core computational faculty of processing hierarchical embedded 

structure can be segregated from other brain functions. Let us briefly look at this field 

of research. 

   Friederici et al. (2006) build on the findings of Fitch & Hauser (2004) and hence 

assume that humans differ from non-human primates in their capacity to master se-

quences that are generated by the AnBn grammar. In their study, they ask, broadly 

speaking, whether the differences of processing the two grammars used by Fitch & 

Hauser (2004) are reflected in the human brain. To explore this question, they test 

human subjects by visually presenting sequences of consonant-vowel syllables that 

were modeled to represent the different grammar types. After having used these 

stimuli and after having applied several sophisticated testing procedures, they in-

deed conclude that there are differences in processing in the brain. In particular, 

Friederici et al. claim that processing of local transitions within a finite-state grammar 

is subserved by the left frontal operculum, whereas a specific section of Broca’s area 

holds responsible for the computation of hierarchical dependencies involved in syn-

tactic recursion within a phrase structure grammar. Crucially, Friederici et al. (2006: 

2461) point out “that the grammar type processed by human and non-human pri-

mates is subserved by a brain area, which is phylogenetically older than the brain 

area subserving the processing of the grammar type only learnable by humans.” 
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Thus, this neuropsychological study can also be regarded as empirical support for 

the hypothesis that syntactic recursion has only recently evolved as a unique feature 

of human language. However, some qualification is in order here because stimuli 

that are generated by AnBn and (AB)n, as used both in this neuropsychological ex-

periment and in the study by Fitch & Hauser (2004), face some serious problems. 

   It was soon pointed out that natural human language requires the ability to proc-

ess sequences in which a consistent coupling of AB-pairs is involved. That is, struc-

tures like AABB, since they indicate no specific relation between particular As and 

Bs, are inadequate to model human languages. To visualize, the more exact repre-

sentation of our sentence (1), according to this objection, must be (3), where the 

pairing of particular As an Bs is marked by numbers: 

 

(3)   [The man]A1 [the dog]A2 [bit]B2 [comes]B1. 

 

To ground this critique in experimental evidence, Perruchet & Rey (2005) demon-

strate, by applying several probe procedures, that human subjects, when tested to 

process AABB sequences that do not indicate this pairing, “did not process the mate-

rial as a center-embedded structure” (Perruchet & Rey 2005: 310). Rather, as they 

argue, humans master such structures by alternative strategies such as simple 

counting. In particular, subjects can merely count the As and match the resulting 

number with the amount of Bs in order to master such tests as conducted by Fitch & 

Hauser (2004). 

   Given this fundamental problem, it is now a central concern in this field of inquiry 

“that the relation between artificial language studies and natural language must be 

clarified” (Hauser et al. 2007: 127). As a consequence, both empirical and concep-

tual contributions to investigate the nature and format of recursive embedding have 

become more differentiated. As for empirical studies, turning to brain studies again, 

Bahlmann et al. (2008) ask whether the activation in Broca’s area observed by 

Friederici et al. (2006) is independent of any other more simpler processing strategy. 

So, adopting the proposal of pairing the particular As and Bs, they created stimuli 

material that, in their view, “ensures that in the hierarchical dependency condition 

sequences are processed by participants in an embedded manner” (Bahlmann et al. 

2008: 526). By using these more refined stimuli, they were able to show „that the 
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activation in Broca's area is indeed due to the processing of hierarchical dependen-

cies, and not to a more simple processing strategy“ (Bahlmann et al. 2008: 526). On 

the conceptual side, it is now explicitly pointed out that the “notion that AnBn requires 

recursion is incorrect, and appears to reflect an inadequate grasp of computer sci-

ence and formal language theory” (Fitch 2010: 87).  

   In sum, whether one believes in syntactic recursion as the unique feature of hu-

man language or not, recent and ongoing research that has been initiated by Hauser 

et al. (2002) has led to deepen both the theoretical notion of recursion in language 

and the methodological discussion concerned with the creation of adequate experi-

mental designs to test the processing of hierarchically-embedded structures. 

 

 

6.2  The Communicative View: Shared Intentionality 

In addition to the computational approach to language evolution, there is another line 

of research that “places the human ability for complex symbolic communication at 

the centre of the evolution of language” (Christiansen & Kirby 2003: 6). One promi-

nent approach within this ‘communicative view’ is Tomasello’s (2008) recent theory, 

which fits well to several conceptual assumptions of Cognitive Linguistics and is, in 

fact, the only full-blown evolutionary theory associated with this framework that does 

not only deal with processes of cultural transmission, of ‘cultural’ evolution, but also 

with aspects of ‘biological’ evolution. In this section, I will sketch the core ideas of 

this theory and also, as I did regarding the computational approach, mention some 

objections. This illustration, together with the short overview of the view on language 

evolution associated with recent syntactocentrism in the last section, will serve as 

the basis to point out some points of convergence between approaches to language 

evolution committed to derivational syntactocentrism and accounts in line with Cogni-

tive Linguistics. 

   Tomasello (2008) claims that all of the grammatical complexity has evolved to 

serve the special functional demands of human communication. Since Tomasello, 

like Hauser et al. (2002), also argues that human language, compared to other spe-

cies, is a unique capacity, he claims that there is some unique feature about human 

communication. According to his communicative view, the crucial difference to other 

species lies in the human capacity for ‘shared intentionality.’ This capacity has al-
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ready been analyzed extensively in Analytical Philosophy as ‘we intentionality’ or 

‘collective intentionality’ and refers, in this theoretical context, to a particular mental 

state that accounts for the “[b]ackground sense of the other as a candidate for coop-

erative agency” (Searle 1990: 414). To approach this capacity more psychologically, 

Tomasello divides it into two components: “(i) the cognitive skills for creating joint 

intentions […] with others; and (ii) the social motivations for helping and sharing with 

others” (Tomasello 2008: 73). Let us consider both components in turn. 

   First, the cognitive capacity for generating joint intentions with others contains the 

ability “to determine both what the communicator is directing attention to (his referen-

tial intention) and why he is doing it (his social intention)” (Tomasello 2008: 75). To 

make this capacity more vivid, imagine that Hans sits in his favorite bar, and he 

points to his empty glass to request another beer from the bartender. Concerning the 

‘referential intention,’ the bartender must know, in this case, that Hans is pointing to 

the emptiness of the glass and not to its color, its shape, etc. Regarding the ‘social 

intention,’ the bartender understands the pointing because both Hans and the bar-

tender know that customers like Hans, under normal circumstances, are at the bar to 

drink, and an empty glass does not enable drinking. Note that reading the social in-

tention in the right way is not trivial, since it could also be the case that the bartender 

knows that Hans is an alcoholic that wants to quit, in some context of exposure ther-

apy, by sitting at the bar without drinking. In this, admittedly ‘exotic,’ case, the point-

ing indicates to the bartender that Hans has still managed to resist drinking. How-

ever, the fact that the communication between Hans and the bartender works well in 

most cases is due to complex processes involved in determining referential and so-

cial intention that have been investigated in the literature under the roof of ‘common 

ground’ (for an overview of this notion, see Clark 1996: 92-121). 

   Let us now turn to the second component of shared intentionality mentioned 

above. As for the social-motivational infrastructure of shared intentionality, 

Tomasello postulates 

 

three general types of evolved communicative motives […]: Requesting: I want 
you to do something to help me […]; Informing: I want you to know something 
because I think it will help or interest you […]; Sharing: I want you to feel 
something so that we can share attitudes/feelings together. (Tomasello 2008: 
87, emphasis in the original) 
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Notice that both the communicative motive of requesting and the one of informing 

involve helping: Concerning the motive of requesting, one complies with a request by 

helping the requesting person; regarding the motive of informing, one helps others 

by informing them of useful things. Accordingly, Tomasello summarizes these two 

motives in some contexts, like in the definition given above. The assumption of these 

three basic human communicative motives is based on a large amount of experi-

mental studies that demonstrate that nonhuman primates do not show these pro-

social motives in various tested contexts (for a concise review, see Tomasello et al. 

2005: 684-686), while human infants show both the motive of sharing an attitude with 

an adult and the motive of providing the adult with useful information in the context of 

pointing (cf. Tomasello et al. 2007). Putting these basic pro-social motives together 

with the cognitive capacity to generate joint intentions creates, according to 

Tomasello, the mutually-known assumption that human communication is coopera-

tive and, accordingly, forms the ‘cooperative model of human communication’ (for a 

summarizing schema of this model, see Tomasello 2008: 98). Since Tomasello as-

sumes that language, in the sense of grammatical structures, has developed to fulfill 

the needs of this cooperative model of human communication, let us now focus on 

the question of how these structures have emerged according to this theory. 

   Regarding human language as a device to serve cooperative communication, 

Tomasello (2008: 244) claims “that the purpose for which one communicates deter-

mines […] what kind of grammatical structure is needed.” Consequently, supposing 

the three basic motives to communicate mentioned above, Tomasello (2008: 243-

295) describes the emergence of complex grammatical structure as follows: Reques-

tive motives are already present in our ancestors and involve only ‘me and you in the 

here and now,’ thus creating no functional pressure for any serious syntactic mark-

ing. With the informing motive, understood as offering help, grammatical devices 

evolved for such complex functions as indicating referents displaced in time and 

space. Finally, the emergence of the sharing motive demands a syntax that provides 

devices for the narration of complex series of events displaced in time and space. 

Note that, while the pro-social motives underlying the grammatical structure have 

their roots in the biological evolution of a specific ‘psychological infrastructure,’ as 

Tomasello calls it, “the actual grammatical conventions are […] not created by evolu-

tionary processes at all: they are created by […] the conventionalization of gram-

matical constructions” (Tomasello 2008: 317). As this quote indicates, in outlining 
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this cultural-historical process of conventionalization, Tomasello heavily relies on 

basic concepts of Cognitive Linguistics, namely on a construction-based view of 

grammar and on models that highlight the necessity to “look to the diachronic dimen-

sion to learn how the conventions of grammar arise if we are to know why they take 

the particular form that they do” (Bybee 1988: 351). With this approach to language 

evolution in mind, which adopts core ideas of Cognitive Linguistics and thus exempli-

fies that, “[m]ore recently, cognitive psychologists have been influenced by cognitive 

linguistic research” (Croft & Cruse 2004: 329), let us now turn to some problems with 

this account. 

   As mentioned, the assumption of the three basic human communicative motives 

is grounded in numerous experimental studies, mainly on infant pointing. In these 

studies, Tomasello et al. have observed that, in contrast to nonhuman primates, 

there are instances of infant pointing that cannot be classified as imperative actions 

but are driven by the cooperative motives of helping and sharing. However, based on 

various – and to my mind, compelling – experimental findings, Southgate et al. 

(2007: 735) argue “that each of the instances of infant pointing may in fact have a 

more selfish motive.” In particular, they claim that each case of pointing explored by 

Tomasello et al. can be regarded as a case in which pointing actions function to 

specify a referent that infants want to obtain information about. So, infant pointing in 

general can be classified as an interrogative act that serves the selfish need to, 

roughly speaking, ‘learn about the world.’20 This different interpretation of the data 

reveals a more fundamental problem with the experimental grounding of pro-social 

motives. 

   To point out this problem, it may help to contrast the recent hypothesis concern-

ing pro-social motivation with former accounts of human uniqueness, proposed by 

Tomasello et al. in the 1990s. Tomasello & Call (1997: 353) argue “that no nonhu-

man primates understand the behavior of conspecifics as intentional or mental,” and 

thus, they claim that the cognitive capacity to represent mental states of others is a 

uniquely human feature. However, their subsequent research shows more and more 

that nonhuman primates “also have some natural social cognitive skills to under-

stand and predict many aspects of the behaviour of others” (Hare et al. 2000: 784) 

                                                
20 Interestingly, Tomasello (2008) himself suggests this more selfish interpretation in some 

contexts by pointing out, for instance, that “[h]elping motives […] can flourish in mutualistic 
collaboration in which helping you helps me” (Tomasello 2008: 198). 
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and, accordingly, can represent (at least some) mental states of others. Crucially, 

compared to the claim of the 1990s, the recent hypothesis is no longer a representa-

tional one that denies that nonhuman primates have some cognitive capacity con-

cerning mental representation. Instead, Tomasello et al. now argue that, in some 

contexts, for instance of sharing, nonhuman primates “are not motivated in the same 

way as humans to share emotions, experiences, and activities with others” 

(Tomasello et al. 2005: 686, emphasis added). This shift from a representational hy-

pothesis that makes firm predictions – either nonhuman primates have this capacity 

or they do not possess it – to an account that relies on notions of motivation poses 

serious problems for experimental studies, since “the inherent subjectivity of motiva-

tion as an explanatory construct makes Tomasello et al.’s […] hypothesis danger-

ously close to non-falsifiable” (Lyons et al. 2005: 708). 

   To summarize this section, Tomasello (2008) argues that the uniqueness of hu-

man language is due to the distinguished character of human communication. Hu-

man communication differs from other forms of communication because it implies 

shared intentionality. This aspect of human communication concerns both the gen-

eration of joint intentions and the existence of pro-social motives. As we indicated, 

while the generation of joint intentions is well-grounded in both the literature of 

pragmatics and in earlier studies of Tomasello et al., the existence of pro-social mo-

tives, when we judge from the objections mentioned above, can be seriously ques-

tioned, inasmuch as there seem to be several problems to define motivation in an 

experimentally quantifiable, and that is, falsifiable way. Given these problems, in the 

final section of this chapter, I will abstract away from these motivational aspects and 

focus on the cognitive component of Tomasello’s theory in order to compare this as-

pect of his account with the computational view on language evolution sketched in 

section 6.1. 
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6.3 Derivational Syntactocentrism and Cognitive Linguistics: Perspec-

tives of Convergence 

As we saw in the preceding sections, both the account associated with recent syn-

tactocentrism and the account committed to the general outlook of Cognitive Linguis-

tics assume that human language – be it from the computational or from the com-

municative point of view – is unique and, accordingly, that its evolution is due to 

some capacity that is not shared with other species. In section 6.1, I pointed out that 

the theory committed to recent syntactocentrism claims that the difference lies in the 

capacity for syntactic recursion, as conceived of in minimalist syntax. In section 6.2, I 

demonstrated that the unique feature hypothesized in Tomasello’s approach is the 

capacity for shared intentionality, which ultimately gave rise to the emergence of lan-

guage with a fully-fledged grammar. As pointed out in the final paragraphs of the last 

section, one aspect of shared intentionality, the pro-social motives, is questionable 

on methodological grounds. Looking now at the cognitive side of Tomasello’s ap-

proach, although significant representational cognitive capacities, as we mentioned, 

have also been found in nonhuman primates, it has been argued soon that “this does 

not necessarily mean that chimpanzees have human-like social-cognitive skills” 

(Hare et al. 2001: 149) – and this view is still widely accepted (for a recent overview 

of cognitive capacities of chimpanzees shared and not shared with humans, see Call 

& Tomasello 2008). Accordingly, even if we abstract away from the motivational as-

pects Tomasello mentions, the cognitive basis of shared intentionality, according to 

this approach, may still be a human innovation, possibly sui generis. Importantly, this 

capacity is regarded as essential for the emergence of grammar because “the con-

ventionalization of grammatical constructions – grammaticalization and similar proc-

esses – can occur only in species who have cognitive skills for constructing common 

ground” (Tomasello 2008: 307-308). Since my interest lies in comparing the concep-

tion of language evolution associated with recent syntactocentrism, which is mainly 

concerned with grammatical structures, with the approach of Tomasello, it may be 

worth focusing on this aspect involved in the development of grammar in more detail. 

   At some points, Tomasello (2008: 321) mentions that “[t]he basic cognitive skill of 

shared intentionality is recursive mindreading.” That is, the cognitive capacity for 

creating common ground implies some kind of hierarchical embedding, since estab-

lishing a common ground between two persons requires each of them to know things 
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that she knows the other knows as well – and knows that the other knows this about 

her as well. To clarify, recall our example of Hans sitting in a bar, and let us take his 

perspective. Regarding the social intention of his pointing to the glass, Hans must 

know that the bartender knows that Hans knows that this pointing is, in this context, 

a sign to indicate that Hans wants another beer. Tomasello emphasizes that such 

embeddings cannot be replaced by a psychological primitive like ‘we both know that 

p’ because “the underlying recursive levels […] become clear when there is some 

kind of breakdown” (Tomasello 2008: 96). In other words, when Hans assumes he 

shares something with the bartender, and it turns out that Hans does not, this 

‘breakdown’ can happen at different levels of embedding. So, for instance, if Hans 

says “How delicious!,” it will not work, (i) if the bartender thinks Hans is attending to 

something Hans is not or (ii) if Hans thinks the bartender thinks Hans is attending to 

something Hans is not, and so on potentially ad infinitum. Of course, there can only 

be computations up to a certain point – but that, like in the case of recursive embed-

ded syntax, can be regarded as a factor of memory limitations (of ‘performance,’ in 

generative terms) instead of being constrained by the underlying mechanism itself. 

So, the fact of breakdowns at different levels indeed suggests that we are dealing 

with a hierarchical embedded structure here, analogous to the kinds of structures we 

find in syntax. For the sake of pointing out this similarity, we could represent this em-

bedding as follows: 

 

(4)   [A knows [that B knows [that A knows [that p]]]] 

 

Interestingly, similar to the concern in generative linguistics that some finite system 

to generate this potential infinity is needed, there are elaborated proposals in prag-

matics according to which “[m]utual knowledge can […] be treated as a single mental 

entity instead of an infinitely long list of ever more complex mental entities” (Clark & 

Marshall 1981: 34). Let us take a one-sided definition of mutual knowledge, which 

captures the infinite embeddings by a single mental entity, a single rule (cf. Clark & 

Marshall 1981: 59, n. 3): 

 

(5)   (r) A knows that p and that: B knows that p and that r. 
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Clearly, the loop-like device established by reintroducing ‘r’ is strongly reminiscent of 

the kind of rules postulated in mainstream generative grammar, for instance the re-

write-rule system illustrated in section 1.1. Having looked at this obvious analog, let 

us recall to what entity such recursive rule systems refer in the context of research 

on language evolution within mainstream generative linguistics. As Hauser et al. 

(2002: 1570) point out, “‘internal language’ or ‘I-language’ […] is the primary object of 

interest for the study of the evolution […] of the language faculty.” When we assume 

an entity like ‘I-language,’ that is, a “system of knowledge of language attained and 

internally represented in the mind/brain” (Chomsky 1986b: 24), the rewrite-rule sys-

tem or, in recent syntactocentrism, the operation Merge is viewed as the recursive 

computational device of a mental representational system that generates hierarchical 

structures. Importantly, Tomasello also argues for some representational format, 

since, in the context of generating joint intentions, he presupposes “perspectival 

cognitive representations […], which transformed human cognition from a mainly 

individual enterprise into a mainly collective cultural enterprise involving shared be-

liefs and practices” (Moll & Tomasello 2007: 646). As we indicated above, these 

cognitive representations crucially imply some mechanism of recursive mindreading, 

which, for reasons of memory limitations, must be modeled as finite entities (maybe 

in the form of rules), analogous to the finite computational system assumed for syn-

tactic recursion. Here, a well-known and long-standing problem appears. On the one 

hand, we could suppose two different representational systems and posit an inde-

pendent ‘language of thought’ and thus “commit ourselves to cognitive processes 

mediated by representational systems other than natural language” (Fodor 1975: 

57). On the other hand, we can deny the intelligibility of any kind of thought in the 

absence of structures postulated for language and thus assume a single representa-

tional format accounting for both thought and language. 

   Returning to evolutionary issues, as for Chomsky, it is clear “that postulation of an 

independent or prior ‘language of thought’ LOT raises all the problems of evolution of 

language, but with the extra difficulty that we have almost no idea what LOT would 

be, independently of linguistic evidence” (Chomsky 2010: 226, n. 24). In other words, 

Chomsky argues for one representational format and presupposes an ontological 

identity regarding recursive processes that are involved in language and in thought. 

Crucially now, one can argue that Tomasello suggests, if only indirectly, this strong 

correlation between representations of language and thought, too. His functional 
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perspective implies that language, understood as the conventionalized grammatical 

structures, is nothing more than a device to meet the demands of human communi-

cation. These demands, as we pointed out above, are shaped by some special cog-

nitive capacities like recursive mindreading. As a consequence, it does not contradict 

his theory to postulate that recursive mindreading, as it shapes human communica-

tion, is somehow reflected in the grammatical structure of language. Admittedly, this 

convergence of both approaches, if at all existing, is located at a very abstract level. 

However, even if we abstract away from these considerations, the fact that both ap-

proaches to language evolution regard recursive operations of the mind as a sine 

qua non for the emergence of grammar suffices to suggest some points at which 

these two accounts can cross-fertilize each other. With this intention, let us first turn 

to Tomasello’s approach again. 

   Since Tomasello et al. hypothesize that “[a] child raised on a desert island would 

have all of the biological preparations for participation in interactions involving shared 

intentionality” (Moll & Tomasello 2007: 646), they touch on aspects of the biological 

side of evolutionary processes. In other words, also scholars who think that language 

is purely a cultural phenomenon still have to account for the evolution of human cul-

ture, and here, not only processes of cultural transmission but also mechanisms of 

biological evolution come into play. Given this assumption, it does not suffice, in my 

opinion, to argue that, in order to develop the capacity of recursive mindreading, 

“some early humans had to become less aggressive/competitive and more toler-

ant/friendly with one another” (Moll & Tomasello 2007: 646). From an experimentalist 

view that is committed more to standards of molecular biology or neuroscience, 

those “‘[e]volutionarios’ are entertaining but typically offer experimentalists little to 

work with” (Fitch 2009: 24). As we indicated in the last section, the pro-social com-

ponent of becoming more ‘friendly,’ of helping and sharing, indeed lets some prob-

lems arise from the perspective of approaches that are committed to a Popperian 

methodology according to which only “a falsifiable hypothesis that repeatedly resists 

falsification is likely to be true” (Fitch et al. 2005: 193). Lest I will be misinterpreted 

here: The numerous studies of Tomasello et al. have led to insights that I do not wish 

to undermine in any way. However, if one assumes some biological preparation like 

recursive mindreading, as Tomasello et al. do, it is quite telling that even in recent 

work of this approach, there is not one reference to neuropsychological work that 

explores, for instance, whether so-called “we-centric neural representations repre-



 136 

sent the essential neural condition for collective intentional behaviour” (Becchio & 

Bertone 2004: 132). In light of such studies and given the more and more refined 

procedures for testing processes of hierarchical embedding in the context of artificial 

grammar, the approach of Tomasello et al., from my point of view, could profit a lot 

from paying attention to the biological side of the issues they are dealing with. 

   As for the computational view on language evolution sketched in section 6.1, I 

have already indicated that the further clarification of the relation between artificial 

grammar and natural language is crucial. What can be learned from the more com-

municative, ‘cultural’ view of Tomasello and others is that, while there is a biological 

preparation to process recursive embedding at all, the variety of hierarchically-

embedded structures in natural language may be due to more cultural factors. So, it 

could be that, for instance, “writing, as an external representation of linguistic utter-

ances, provides individuals with an extension of their memory, and thus also facili-

tates the recursive use of grammatical patterns” (Verhagen 2010: 108). In other 

words, also fundamental capacities like recursive embedding are “not themselves 

the underlying explanatory principles they have been taken to be within the Chom-

skian paradigm; instead they are facts about the structure that are to be explained as 

arising from the cumulative impact of the processes that shape each language” (By-

bee & McClelland 2005: 406). 

   To conclude this section, there are some, if only rather abstract, points of conver-

gence between approaches to language evolution committed to recent derivational 

syntactocentrism and accounts associated with Cognitive Linguistics. Unfortunately, 

however, for the most part, both approaches are steadfastly ignoring each other. 

Given that the problems all approaches to language evolution are facing are certainly 

deep ones, more collaboration and cross-fertilization regarding particular aspects, 

like the issue of recursion, may be of great help to cope with the conundrum all 

scholars concerned with language are in: How did language evolve? 
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7.  Conclusion: Rethinking Syntactocentrism 

In this thesis, I have shown that Jackendoff’s notion of syntactocentrism is mis-

guided, since characterizing the concept this term refers to as a dogmatic assump-

tion that does not lend itself to participate in the general field of mentalist linguistics 

does not do justice to both recent models of mainstream generative grammar and to 

the conceptual consequences of applying these concepts to specific phenomena like 

the pragmatics of LP-Movement in German. 

   As a first step, chapter 1 approaches the notion of syntactocentrism by sketching 

its initial conception in the 1960s. In particular, I sketched the early model of the syn-

tactic component as a system of rewrite rules and then, I illustrated in what sense 

both the phonological and the semantic component are regarded as ‘purely interpre-

tive.’ By highlighting the main motivation to describe a single system of generating 

rules that can both account for the ability to produce (phonetically) and to understand 

(semantically) an infinite range of sentences, I clarified why even Jackendoff consid-

ers this nascent perspective on grammatical knowledge to be a quite reasonable 

view, given the by-then available approaches to phonology and semantics. 

   In chapter 2, I amended Jackendoff’s claim that recent syntactocentrism ignores 

progress in both phonology and semantics and entirely dispenses with formal ac-

counts of these components. To arrive at this conclusion, I first sketched the recent 

generative conception of syntax and then illustrated approaches to phonology and 

semantics that, although explicitly situated within the framework of syntactocentrism, 

both offer detailed formal accounts and cover crucial insights from research in pho-

nology and semantics gained since the 1960s. In particular, I first showed the ap-

proach of cyclic prosodic mapping and thereby qualified Jackendoff’s assertion that 

the relation between syntax and phonology is a ‘no-man’s-land’ within recent main-

stream generative grammar. After that, I outlined a recent semantic approach that 

does not only provide a detailed formal account of the semantic component but also 

adopts a cognitive view on meaning and thus concurs with Jackendoff’s rejection of 

semantics as a purely logical enterprise. 

   Chapter 3 demonstrated that Jackendoff misses another crucial point in his dis-

cussions of syntactocentrism by marginalizing and sometimes even ignoring signifi-

cant changes involved in the recent shift from representational to derivational syntac-

tocentrism. In order to develop this argument, I first illustrated the representational 
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conception, implying an enriched conception of syntax with several levels of repre-

sentation. Then, I turned to the development that has abandoned this view stepwise 

and sketched how prominent empirical phenomena originally motivating the postula-

tion of D-Structure and S-Structure can be accounted for by assuming alternative 

descriptive tools that do not require these ‘extra’ levels of representation. I ended by 

demonstrating that even the interface levels LF and PF can be questioned within 

recent derivational syntactocentrism – an aspect not incorporated by Jackendoff at 

all. 

   Based on this up-to-date notion of syntactocentrism, chapter 4 showed two theo-

retical alternatives to syntactocentrism: Cognitive Linguistics and the Parallel Archi-

tecture. Concerning Cognitive Linguistics, I first concentrated on the construction 

grammar model and highlighted its rejection of the componential model of grammati-

cal knowledge in favor of a uniform representation in terms of constructions. After 

that, I sketched an approach within this paradigm that claims that every aspect of 

language can be derived from semantics. Then, I turned to Jackendoff’s own pro-

posal, which I classified, compared to this ‘semanticocentric’ view, as a less extreme 

alternative to syntactocentrism because Jackendoff does not reject the componential 

model of grammar. However, since he claims that both the phonological and the se-

mantic component must be regarded as generative on a par with syntax, I concluded 

that the Parallel Architecture can be regarded as an intermediate position between 

the syntactocentric view and Cognitive Linguistics. In the remainder of this chapter, I 

adopted this mediating perspective and pointed out that bridging the gulf between 

syntactocentrism and its theoretical alternatives is not inconceivable but a quite real-

istic enterprise. I finished this chapter by arguing in favor of a comparison of the syn-

tactocentric view with its alternatives in light of the amended notion of syntactocen-

trism developed in chapters 2 and 3. 

   Chapter 5 undertakes such a comparison with respect to the Parallel Architecture 

and shows that, once the consequences of the recent changes within syntactocen-

trism are taken seriously, some points of convergence between recent syntactocen-

trism and the Parallel Architecture can be demonstrated. To show this, I brought 

down the comparison to a controllable size and concentrated on the analysis of one 

specific phenomenon, namely the pragmatics of LP-movement in German. To arrive 

at the derivational analysis of this subject, I first illustrated the strong representa-

tional view of the cartographic approach on this phenomenon, which postulates that 
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syntactic structures have to provide a transparent representation of interpretive as-

pects, including pragmatic properties associated with information structural notions 

like focus or contrast. After that, I pointed out both conceptual and empirical prob-

lems for cartographic accounts that assume a specific position in the German left 

periphery that is associated with a contrastive interpretation. Specifically, I demon-

strated that the analysis contradicts some general concepts of minimalist syntax and 

cannot account for certain empirical cases of so-called pars-pro-toto-movement in 

German. Having sketched these problems, I outlined an analysis of LP-movement in 

German that adopts the phase-based approach within recent syntactocentrism and 

assumes the concept of cyclic linearization, which captures the linear ordering of 

words by referring to different cycles, different domains of Spell-Out. I showed that 

this analysis abandons cartographic, representational devices and claims that infor-

mation structural properties play no role in syntactic operations and are only linked to 

freely assigned accents, hence, they only interface with phonology. Based on this 

recent analysis, I argued that the strong derivational view of syntactocentrism implies 

significant points of convergence with conceptual aspects of the Parallel Architec-

ture. First, both approaches share the assumption that a direct interaction between 

phonology and semantic interpretation is required in order to deal with phenomena 

like prosodically-expressed focus or contrast. Second, both models imply that this 

interaction is established by pragmatic rather than by syntactic factors and, third, 

both accounts regard pragmatics as an independent component, which is described 

in the Parallel Architecture and omitted in the descriptive apparatus of mainstream 

generative linguistics but not denied as a component crucial for human language. I 

concluded by hypothesizing that, within recent syntactocentrism, a crucial criterion 

for determining what belongs to ‘pure syntax’ and what can be excluded may be the 

property of showing recursive embedding, which can be argued to be absent in in-

formation structural notions. 

   In order to look also for convergence between recent syntactocentrism and Cog-

nitive Linguistics, chapter 6 compared an approach to language evolution that is 

based on the general conception of syntax exemplified in chapter 5 with an account 

that is associated with concepts of Cognitive Linguistics. To make this comparison, I 

first presented a computational view according to which the crucial factor in the evo-

lution of human language is the capacity for syntactic recursion, as conceived of in 

minimalist syntax. I argued that this approach has led to deepen both the theoretical 
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notion of recursion in language and the methodological discussion concerned with 

creating adequate experimental designs to test the processing of hierarchically-

embedded structures. After that, I illustrated an approach that is committed to the 

communicative view on language evolution and rests on concepts of Cognitive Lin-

guistics. I showed that the unique feature that is hypothesized in this approach is the 

capacity for shared intentionality, which implies both the generation of joint intentions 

and the existence of pro-social motives. I then argued that these pro-social motives 

are questionable on methodological grounds, inasmuch as there seem to be several 

problems to define motivation in an experimentally falsifiable way. Given these prob-

lems, I abstracted away from these motivational aspects and focused on the cogni-

tive component of generating joint intentions. Having shown that this component in-

volves the capacity for recursive mindreading, I highlighted that both the computa-

tional and the communicative view regard recursive operations of the mind as a sine 

qua non for the emergence of grammar and that both accounts postulate a represen-

tational format that contains these recursive operations. Based on this convergence, 

I suggested some points at which these two accounts could cross-fertilize each 

other. As for the communicative view, I argued that this approach could profit from 

paying attention to biological approaches to shared intentionality and from looking at 

the refined procedures for testing processes of hierarchical embedding within re-

search on syntactic recursion. As for the computational view on language evolution, I 

pointed out that further clarification of the relation between the stimuli used in ex-

perimental studies and natural language is crucial and that at least some aspects of 

hierarchically-embedded structures in natural language may find better explanation 

by taking into account more cultural factors. 

   To conclude, although I demonstrated that Jackendoff misses some significant 

aspects of recent mainstream generative grammar and thus shifted all responsibility 

on him, it might be that some confusion is caused by generative linguistics itself, 

since, as we saw in chapter 5, in the context of analyzing specific language data, 

both the representational and the more recent derivational view still exist side by 

side. Regarding interdisciplinary alignment, however, the more recent concept 

seems more promising, as ongoing research on language evolution demonstrates. 

Moreover, as this thesis indicates, the derivational view also lends itself better to 

convergence, at least in some aspects, with other branches of mentalist linguistics. 

Given these observations and given the general conclusion that the broad-brush 
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characterization of recent mainstream generative grammar as a fixed ideology, as an 

‘ism,’ has proven to be misguided, the reader who accepts the arguments made in 

this thesis may “throw away the ladder, after he has climbed on it” (Wittgenstein 

1961 [1921]: 189) and thus abandon the notion of syntactocentrism altogether, since 

labeling competing approaches as ‘isms’ may impede “to fight fair in the interests of 

deeper understanding” (Jackendoff 2002: xiii). 
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Zusammenfassung in deutscher Sprache 

Der Linguist Ray Jackendoff hat zur Bezeichnung der grundlegenden Annahme der 

generativen Linguistik, die Syntax nehme die zentrale Stellung innerhalb der menta-

len Architektur der Sprachfähigkeit ein, den Begriff ‚Syntaktozentrimus‘ eingeführt. In 

der vorliegenden Arbeit habe ich aufgezeigt, dass Jackendoffs Diskussion dieser 

Annahme sowohl hinsichtlich neuerer Modelle der generativen Grammatik als auch 

bezüglich der Anwendung dieser Modelle auf spezielle sprachliche Phänomene fehl-

geleitet ist. 

   Hierzu sind in Kapitel 1 zunächst die grundlegenden Annahmen des syntaktozen-

trischen Ansatzes eingeführt worden, indem anhand früher Modelle der generativen 

Linguistik verdeutlicht worden ist, in welchem Sinne phonologische sowie semanti-

sche Aspekte von Sprache als Resultate der Interpretation syntaktischer Strukturen 

aufgefasst werden. 

   In Kapitel 2 habe ich sodann Jackendoffs Behauptung relativiert, neuere Ansätze 

innerhalb des Syntaktozentrismus ignorierten Fortschritte in den Feldern der Phono-

logie und Semantik und verzichteten auf jegliche formale Beschreibung von Laut- 

und Bedeutungsstrukturen. Hierzu habe ich zunächst die neuere Syntaxkonzeption 

innerhalb des Minimalistischen Programms skizziert und anschließend hiermit ver-

bundene phonologische sowie semantische Theorien veranschaulicht, die wesentli-

che Argumente Jackendoffs entkräften. 

   In Kapitel 3 habe ich herausgestellt, dass in Jackendoffs Darstellungen der syn-

taktozentrischen Konzeption wichtige Aspekte der neueren Entwicklung der genera-

tiven Grammatik von einem repräsentationellen hin zu einem derivationellen Ansatz 

ausgespart werden. Hierzu ist skizziert worden, wie das repräsentationelle Modell 

einer angereicherten Syntax mit mehreren Repräsentationsebenen sukzessive ab-

geschafft und durch alternative Beschreibungsmittel im Rahmen des Minimalismus 

ersetzt worden ist. 

   Nachdem ich auf diesem Wege die neuere Konzeption innerhalb des Syntakto-

zentrismus herausgearbeitet habe, sind in Kapitel 4 zwei theoretische Alternativen 

zu diesem Ansatz aufgezeigt worden. Zunächst habe ich ein Modell innerhalb des 
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Paradigmas der Kognitiven Linguistik21 dargestellt, das die komponentielle Sicht der 

generativen Linguistik durch das Repräsentationsformat der ‚Konstruktion‘ ersetzt. 

Anschließend habe ich Jackendoffs Theorie der Parallelarchitektur skizziert, die – 

ebenso wie der generative Ansatz – eine komponentielle Konzeption der Grammatik 

annimmt. Da Jackendoff indes eine von der Syntax unabhängige Phonologie sowie 

Semantik postuliert, habe ich geschlussfolgert, dass seine Position eine zwischen 

Kognitiver Linguistik und Syntaktozentrismus vermittelnde Sichtweise darstellt. Diese 

Perspektive aufgreifend, habe ich abschließend für einen Vergleich der syntaktozen-

trischen Sicht mit den genannten theoretischen Alternativen argumentiert, der die in 

Kapitel 2 und 3 herausgestellten neueren Konzeptionen berücksichtigt. 

   In Kapitel 5 habe ich sodann einen solchen Vergleich zwischen dem in Kapitel 3 

eingeführten neueren derivationellen Ansatz und der Parallelarchitektur vorgenom-

men und mich hierbei, um ein von Jackendoff angeführtes Argument detailliert zu 

behandeln, auf ein spezielles Phänomen – die Pragmatik von Bewegungen in die 

linke Satzperipherie des Deutschen – beschränkt. Der Vergleich der derivationellen 

Analyse dieses Phänomens mit den diesbezüglichen Annahmen der Parallelarchi-

tektur hat ergeben, dass beide Ansätze – anders als von Jackendoff behauptet – 

grundsätzliche Gemeinsamkeiten, in diesem Fall hinsichtlich der Beziehung zwi-

schen Syntax und Pragmatik, aufweisen. 

   Um abschließend die Frage nach Annäherungspunkten zwischen Syntaktozen-

trismus und Kognitiver Linguistik zu behandeln, habe ich in Kapitel 6 einen auf neue-

ren Konzepten der generativen Syntax beruhenden Ansatz zur Sprachevolution mit 

einer Theorie verglichen, die mithilfe grundlegender Konzepte der Kognitiven Lingui-

stik die evolutionäre Entwicklung der Sprachfähigkeit beschreibt. Hierbei habe ich 

zunächst herausgestellt, dass beide Konzeptionen rekursive Operationen innerhalb 

einer repräsentationellen Theorie des Geistes annehmen, und sodann aufgezeigt, in 

welchen Punkten beide Ansätze voneinander profitieren könnten. 

   In Kapitel 7 sind die Resultate dieser Arbeit noch einmal zusammengefasst und 

eine abschließende Bewertung bezüglich Jackendoffs Diskussion des syntaktozen-

trischen Modells formuliert worden. 

                                                
21 Im Deutschen wird der Begriff ‚Kognitive Linguistik‘ zuweilen auch für die generative Lin-

guistik verwendet (vgl. etwa Schwarz 1996); in der vorliegenden Zusammenfassung ist er 
jedoch als Bezeichnung derjenigen nicht-generativen Ansätze zu verstehen, die im engli-
schen Sprachraum unter ‚Cognitive Linguistics‘ subsumiert werden und die ich in Ab-
schnitt 4.1 dieser Arbeit behandelt habe. 


